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Abstract: New and effective approaches for the analysis of seismic data make it possible to 

identify the distribution of earthquakes helping further to assess frequency of occurrence 

any associated risks. This paper proposes an effective approach for detecting areas with 

increased spatial density of seismic events and zoning territories on the map based on the 

Density-based Spatial Clustering of Applications with Noise algorithm (DBSCAN 

algorithm). The validity of the choice of this clustering algorithm is explained by the fact 

that the DBSCAN algorithm can detect clusters of complex shapes including geographical 

coordinates. This study uses seismic data from the seismic catalog of the Republic of 

Kazakhstan from 2011 to 2021 inclusive. Finally, the clusters detected over a certain 

period of time allowed for the presentation of a spatial model of the distribution of 

earthquakes and the detection of areas with increased spatial density on the map. In 

general, the results of the study were also compared and well associated with the general 

map of the seismic zoning of the Republic of Kazakhstan showing reliable results of 

clustering based on density. In addition, the architecture of intelligent information and the 

analytical system for analyzing seismic data is based on the proposed approach. 

Keywords: data mining; machine learning; data analysis; clustering; DBSCAN algorithm; 

DBSCAN algorithm’s parameters determination; intelligent information and analytical 

system 

Introduction 

Studies related to the prediction of earthquakes occurrence using large arrays of 

various types of seismic data are of considerable scientific and practical interest 

[1-3]. This is facilitated by the intensive development of intellectualization of data 

processing and analysis methods as well as the effective use of machine learning 

methods in solving such problems providing even more opportunities for their in-

depth study and identification of hidden patterns. The significance and importance 
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of these problems gives rise to interesting research problems divided into two 

large classes. 

Problems of the first class are associated with the use of unsupervised machine 

learning methods [4-6]. For example, in work [4], for the concept of the evolution 

of the properties of the seismic wave field during an earthquake in L'Aquila used 

methods of uncontrolled machine learning to three-year continuous seismic data. 

As a result of the study, individual clusters were identified well correlating with 

different periods of seismic cycle. The authors of work [5] propose a new 

approach for detecting and clustering seismic signals in continuous seismic 

records obtained during the June 2017 of Nuugaatsiak landslide in Greenland. 

This approach combines a deep scattering network and a Gaussian mixture model 

for clustering seismic signal segments and detecting new structures.  

The effectiveness of algorithm application of uncontrolled machine learning by 

fuzzy clustering presented in work [6] where this type of cluster analysis helps to 

recognize the shapes of seismic waves in microseismic data or in earthquake data. 

Problems of the second class are associated with the use of methods of controlled 

machine learning [7-9]. In works [10, 11], earthquake prediction approaches based 

on the use of deep learning methods such as neural networks. In work [10], a 

method based on a deep convolutional neural network (CNN) is described for 

predicting earthquake intensity measurements. In work [11], a classification 

system based on the support vector machine (SVR) and hybrid neural network 

(HNN) is constructed to obtain earthquake forecasts. The application of the neural 

network model is also presented in work [12] where one of the approaches is 

considered to estimate the stress field of the earth's crust based on the focal 

mechanisms of earthquakes. In work [13], an earthquake prediction system 

proposed combining seismic indicators with the AdaBoost ensemble method 

based on genetic programming (GP). Seismic indicators are calculated to obtain 

maximum information about the seismic state of the region and transmitted to the 

GP and AdaBoost-based ensemble classification methodology (GP-AdaBoost). 

Thus, there are different approaches and methodologies for analyzing seismic 

catalogs with different amounts of earthquake data and attributes. However, as 

noted in work [5] most likely uncontrolled instruments are the most suitable for 

studying seismic data without using any explicit signal model and consequently 

suitable for discovering new classes of seismic signals. 

It should be noted that machine learning methods, in contrast to deterministic 

approaches to seismic data processing [14-16] have opened new prospects in 

scientific research for the rapid analysis of daily accumulated and growing 

volumes of seismic data. 
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1 Problem Formulation 

The purpose of this work is to develop new and more effective approaches for 

detecting and clustering seismic data on the example of the study of seismic 

activity of the Republic of Kazakhstan (RK). Also, it should be noted that 

scientific research does not sufficiently use datamining technologies and machine 

learning methods for processing seismic data recorded by stations on the territory 

of the Republic of Kazakhstan. The paper proposes an approach for detecting 

areas with an increased spatial density of seismic events based on cluster analysis 

methods. 

The paper has the following structure: Section 2 describes the data set and 

presents the methodology of a new cluster analysis approach for detecting areas 

with increased spatial density of seismic events. Section 3 describes the results 

obtained using cluster analysis. Section 4 presents the architecture of an intelligent 

information and analytical system for analyzing seismic data and demonstration of 

operation process of the system. Section 5, in conclusion, provides the results 

concerning the effectiveness of the approach and possible directions for further 

research. 

2 Methodology 

2.1 Data Set and Preprocessing 

This study uses a data set of 1668 records containing following structure: Data, 

GreenwichMeanTime, Latitude, Longitude, Depth (km), Energy. 

classandMagnitude. The data is obtained from the source of LLP "SOME", JSC 

"National Center for Seismological Observations and Research" where the stations 

conduct seismic observations (registration of earthquakes) in the territory of the 

Republic of Kazakhstan [17]. The dataset under study includes seismic events 

(earthquakes) with the attributes described above from 2012 to 2021 inclusive. 

In the process of cluster analysis of spatial seismic data by the DBSCAN 

algorithm (Subsection 2.2, Figure 1) used geographical coordinates (longitude, 

latitude). During the preliminary data processing, the geographical coordinates 

were converted to radians for correct calculation of distance between two points 

on the earth's surface. In this regard, the ‘Haversine’ formula is used as the 

distance metric between two points. This formula is usually written in terms of the 

Haversine Function: 

ℎ𝑎𝑣𝑒𝑟𝑠𝑖𝑛𝑒 𝜃 = 𝑠𝑖𝑛2(𝜃/2) 
      (1) 
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(1) measures the arc distance between two points on the sphere taking into account 

their longitude and latitude, where the arc distance of the great circle is the 

shortest distance between two points on the surface (2): 

𝑑 = 2𝑟𝑠𝑖𝑛−1   𝑠𝑖𝑛2  
𝜑2 − 𝜑1

2
 + +𝑐𝑜𝑠 𝜑1 𝑐𝑜𝑠 𝜑2 𝑠𝑖𝑛

2  
𝜆2 − 𝜆1
2

   

 (2) 

where d is the distance between two points, where φ is the latitude and λ is the 

longitude and r is the radius of the Earth (mean radius = 6,371 km). 

In most studies, the ‘Haversine ' formula is often used as a metric of the distance 

between two points as well as the Euclidean distance. This metric is used in the 

basis of machine learning algorithms for clustering data sets such as seismic data 

[18], data on volcanoes and data on tsunamis caused by earthquakes [19]. 

2.2 Density-based Clustering 

Density-based clustering algorithms determine clusters of points located in close 

proximity based on a given search distance. A feature of density clustering 

algorithms is that clusters can have an arbitrary shape. The most popular density-

based clustering algorithm is the DBSCAN algorithm [20]. The advantages of the 

algorithm are not requiring specification of the number of clusters in the data 

priori and is resistant to outliers. In [21], presented a description of an application 

called seiscloud designed for clustering and visualizing local seismic catalogs. In 

seiscloud structure, the procedure for cluster analysis of seismic data is performed 

using the DBSCAN clustering algorithm based on characteristics of epicentral 

position and time of origin. The performance of the algorithm in seiscloud system 

is tested on earthquake data in northern Chile. According to the authors, the 

possibilities of considered software implementation in presenting additional 

characteristics of earthquakes (location, depth, magnitude, time of occurrence, 

etc.) also can be used to obtain seismic clusters Z. Fan and others [22] for cluster 

analysis of seismic data, K-means and DBSCAN algorithms. Their characteristics 

are compared by fitting seismic belts with seismic data sets. A comparison of 

these algorithms for clustering seismic data has shown that the density-based 

DBSCAN algorithm is far superior to the K-means algorithm for studying the fit 

of seismic belts. 

In fact, the control of algorithm is based on two parameters: the neighborhood of a 

given radius and the minimum number of objects. The DBSCAN algorithm 

identifies clusters detecting all the main points and expands each one to all the 

points achievable by density. If no more nodes are found in extended 

environment, the cluster is terminated. Further, remaining points continue to be 

checked to see if another central point can be found to start a new cluster. After 

processing all the points, non-main points assigned to cluster are considered noise. 
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Regarding this study, the data points primarily represent the points of recorded 

seismic events or precise the earthquakes. In this regard, some isolated points 

detected by the algorithm will not be reachable by density from the main or node 

points, thus located in regions with low density and will not be assigned to any 

cluster. It should be noted that these points can also represent some areas of 

seismic zones according to historical data. Such patterns can be associated with 

local geological reliefs, the structure of rocks of the earth's crust and faults. 

It was previously noted that the DBSCAN algorithm can find clusters of arbitrary 

shape detecting connection in various seismic data in terms of sample distribution 

density [23-24]. 

The DBSCAN algorithm uses a similarity matrix and as previously noted the 

algorithm is implemented based on the neighborhood of a given radius (Eps) and 

the minimum number of objects (MinPts, hereinafter M). Also, the DBSCAN 

algorithm determines the number of K clusters in operation. Let Eps be the 

neighborhood of object X. 

𝐷 𝑋, 𝐸𝑝𝑠 =  𝑌 ∈ 𝑆: 𝑃 𝑋, 𝑌 ≤ 𝐸𝑝𝑠  
    (3) 

a core or base object of degree M with a given Eps value will be such an object 

where the Eps contains at least M of other objects. In the case where the value of 

M is pre-set, then the object Y is directly tightly reachable from the object X, if 

Y∈S (X, Eps) then the object X is the base one. Also, if object Y is densely 

reachable from object X and if there are such objects X1,..., Xn, where X1=X, 

Xn=Y, then object Xi+1 is directly densely reachable from Xi for all i=1,..., n-1. 

The general sequence of actions of the DBSCAN algorithm: 

Step 1. Set the values of the Eps and M, K=0 parameters. 

Step 2. If all objects X∈S are viewed, then full stop. Otherwise, some of them 

selected and marked as viewed. 

Step 3. If X is the base object, then a new cluster is created assuming that the 

value of K:=K+1 and proceeds to Step 4. In the opposite case, the point X is 

marked as "noise". It should be noted that during execution, this point may be in 

the Eps neighborhood of some other point and be included in another cluster.  

So, proceed to Step 2. 

Step 4. The resulting cluster will include all objects densely reachable from the 

base object X, so proceed to Step 2. 

The detailed implementation DBSCAN algorithm presented on Figure 1 [25]. 
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Figure 1 

Pseudocode of the DBSCAN algorithm 

Thus, the DBSCAN algorithm can combine two points which are far from each 

other and form an arbitrary cluster. These clusters may be located near the seismic 

faults and relative to their surrounding areas. Thus, displaying a highly active 

seismic zone, that connects the hypocenters of several earthquakes. 

2.3 Determination of the Parameters and Clustering Results 

As mentioned earlier (Section 2), the Eps and MinPts parameters are required for 

the DBSCAN algorithm. To determine the optimal value of the Eps parameter 

used the k-NN Distance method (k-nearest neighbor distance) [20]. The essence of 

the method is to calculate the distances in the matrix of points to the k-nearest 

neighbors. The average distance from each point to the k-nearest neighbors is 

calculated. The k value is set according to the MinPts values. The k-distance data 

is displayed in ascending order. The value corresponding to the threshold where a 

sharp change in the distance curve k occurs is selected. As can be seen from 

Figure 2, the optimal value for Eps is 0.005. 

 

Figure 2 

Determination of optimal value for Eps 
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3 Clustering Results 

“Physically, seismic provinces should not have lots of changes in different periods 

of time. This implies that the number of clusters should have been almost the same 

in all periods of time [26]”. Based on the found Eps parameter and as a result of a 

number of experiments, the optimal MinPts values were selected, the results are 

presented in Table I. 

Table1 

Selecting MinPts parameters 

Eps  MinPts Number of Clusters Noise  

Ratio 

0.005 

 

20 7 23,3% 

21 8 26% 

22 8 25,8% 

23 8 27% 

24 5 31.1% 

25 5 32% 

26 5 34,2% 

27 5 36,5% 

28 5 37,8% 

29 5 40,3% 

30 6 41,2% 

31 6 43,1% 

According to the data presented in Table 1, the number of clusters varies 

differently having the same Eps value and gradual increase in the MinPts values, 

as for the data identified as NoiseRatio noise gradually increases. Reducing the 

volume of noisy NoiseRatio data leads to a decrease in the number of clusters and 

to a decrease in accuracy of obtained results. As a result, the MinPts values were 

selected as the optimal values where the number of clusters have constant value. 

Seismic areas with increased spatial density with optimal values are shown in 

Figure 3. 

The results of spatial clustering based on the density of points, identified 5 clusters 

and shows that the largest part of the dense spatial points (cluster_0) belongs to 

the Jungar-North Tien-Shan region, i.e. belongs to the seismically active belt of 

Kazakhstan and adjacent territories of other countries. It is well known that the 

Tien Shan region and the entire territory of Central Asia remain earthquake-prone 

regions due to thousands of active faults including the main Dzungarian fault. This 

fact, first of all, explains the very nature of occurrence of earthquake focus. 
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Eps=0.005, MinPts=24,Number of clusters=5 Eps=0.005, MinPts=25, Number of clusters=5 

  

Eps=0.005, MinPts=26,Number of clusters=5 Eps=0.005, MinPts=27, Number of clusters=5 

  

Figure 3 

Outputs of the DBSCAN algorithm from optimal parameters 

When comparing identified clusters with the general map of the seismogenerating 

zones of the territory of Kazakhstan [27], following zones were identified: South-

Balkhash, Degeresskaya, Almaty, Zailiyskaya, Keminskaya, North-Kungeiskaya, 

Dubunskaya, Ketmenskaya, North-Ketmenskaya, Central-Ketmenskaya, 

Basulytauskaya, Bayankolskaya. Also, cluster_0 includes the borders of 

neighboring states. Cluster_1 and cluster_2 also refer to the regions of 

neighboring countries. Cluster_3, as well as Cluster_1 and Cluster_2 does not 

belong to the territory of the Republic of Kazakhstan. Points which are not 

associated with any cluster by the algorithm marked as noise points (cluster_-1), 

as well as individual distant noise points require additional research. 

4 The Architecture of an Intelligent Information and 

Analytical System 

Over the past decades, the growth of the flow of information requires a quick and 

high-quality assessment of the accumulated data. The rapid development of data 

science at the moment provides this opportunity. At the heart of many modern 

information systems, geographic information systems (GIS), algorithms and 

methods of machine learning are used to study and prevent various types of 

geological hazards [28-29]. The main task of such systems is to predict and 

prevent various risks including the prevention of seismic hazards [30]. In the 

future, for this kind of research, other research methods can also be applied by 

types of other earthquake data, such as pattern recognition [31]. 
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In general, an intelligent information system is a separate set of tools, methods and 

personnel that has the ability to store, process and issue information, as well as 

independently adjust its parameters depending on the state of the external 

environment (i.e. initial data) and the specifics of the problem being solved [32]. 

In this regard, in the developed architecture of the intelligent information and 

analytical system, the processes of collection, processing, analysis of data sets and 

the use of machine learning methods are implemented. Also, when processing and 

analyzing seismic data, the DBSCAN algorithm, depending on the accumulated 

data, adjusts the clustering results and determines the number of earthquake 

clusters. 

Thus, based on the results of spatial clustering by the DBSCAN algorithm, one of 

the modules (Module 2) of the intelligent information and analytical system for 

the analysis of seismic data was designed. The complete architecture of the 

intelligent information and analytical system is shown in Figure 4. 

In addition, the intelligent information and analytical system also analyzes data 

related to the assessment of the earthquake resistance of urban objects. Other 

machine learning methods, such as clustering (kmeans/hkmeans) and 

classification methods (decision tree and random forest), are used as algorithms 

for evaluating an urban object for earthquake resistance [33-34]. The results of the 

study of the data set for Module 1 and the implementation of the assessment of 

urban objects for earthquake resistance are described in other scientific papers 

[35-36]. 

In the intelligent information and analytical system architecture, the designed 

modules have such properties as functional integrity and completeness. Each 

module implements one function and independently performs a complete set of 

operations to implement its function. At the input, the program module receives a 

certain set of source data and performs meaningful processing, thereby returning 

one set of result data. Also in the intelligent information and analytical system 

architecture there is a logical independence, the result of the program module 

depends only on the source data, but does not depend on the work of other 

modules. 

As previously noted, in the intelligent information and analytical system 

architecture in Module 2, seismic data from storage 2 is processed and analyzed. 

The intelligent information and analytical system architecture uses a virtual data 

warehouse model and an ETL method for loading data into the storage. Next, the 

data is structured and transformed and loaded into the storage for further analysis. 
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Figure 4 

The intelligent information and analytical system architecture 

Module 2 also contains sections on statistical analysis of seismic data and their 

spatial clustering. The web interface of the system is developed using the Shiny 

toolkit in the Rstudio environment (Figure 5 shows one of the main pages of the 

system). 
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Figure 5 

Module 2 of IIAS– a fragment of the visualization section on the map of seismic data on the magnitude 

and depth of the earthquake source 

Conclusion 

Nowadays, the natural hazard in the form of the earthquake is still impossible to 

accurately predict, but the analysis of seismic data based on data analysis 

technology and machine learning methods makes possible, the study of this 

phenomenon in greater depth. This paper proposes a new approach to detecting 

and clustering seismic data. According to the results of the study and cluster 

analysis, clusters with increased spatial density were found in the studied set of 

seismic data. The study of these clusters, in accordance with the general map of 

the seismogenerating zones of Kazakhstan allowed for the determination of 

appropriate seismic regions. 

It should be noted that most of the earthquakes do not belong to the territory of the 

Republic of Kazakhstan based on the cluster analysis. Also, based on the obtained 

results one of the modules for statistical and cluster analysis of seismic data was 

designed in the intelligent information and analytical system architecture.  

The module for assessing urban objects for earthquake resistance and designed 

module for analyzing seismic data is also one of the main modules in the 

integrated architecture of the system. In general, the cluster analysis approach 

under consideration is also applicable to other data sets in this kind of research. 

The effectiveness of the proposed approach is proved on the data of the Republic 

of Kazakhstan. For future work, the results of density-based cluster analysis may 

be useful to further identify seismogenerating zones and determine the seismic 

potential of the earth's crust in Kazakhstan, as well as, for generally improving the 

quantitative assessment of the spatiotemporal distribution of the earthquakes. 
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