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Abstract 6 Q):j
Wdevelopment of IT
information service, etc.

Recently, the prevalence of high-performance
has led to the formation of an educational envirﬁment allowin rners to practice context

technologies, including augmented reality technol
learning theory ideally, subsequently contrj to actige, progress of relevant studies.

Therefore, it is difficult to expect Ieaners to an intere d a commitment since it cannot
connect a lot of information comln the tive of the learner in a real-world
environment with situated learnin p%l gly, this paper proposes a intelligent
English situated learning system t practl ation context learning more reasonably
using a location-based service a receg n technology that automatically recognizes
text information on street sigmboards t a asily accessible in everyday life, yet provide
learners with a lot of i &tlon posed system provides learners with English
conversation learni ts that used in the business sector related to trade name
recognized through ormati street signboards from images captured by cameras.
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1. Introduction

Recently, the Wnce of high-performance mobile devices and development of IT
technologies, incl g augmented reality technology and location information service, etc.
has led to the\%mation of an educational environment allowing learners to practice context
learning th deally, subsequently contributing to active progress of relevant studies.

In ar, a study on the mobile augmented reality that combines characteristics of the
inte%n that the augmented reality has with mobile computing that can provides learners
with formation they need effectively anytime and anywhere[1] and a situated mobile

augmented reality research that overcomes the limitation of the technology and can be fused
with a ubiquitous computing environment [2-3] have become a catalyst for these changes.
Thanks to these technologies, a research on the intelligent agents to provide learners with
situated learning depending on the environment they are in has also been actively conducted
in the field of education.

Most of all, most of the existing foreign language-related situated learning studies allow
learners to learn vocabulary by reading a value from the RFID tag attached to objects around
learners through RFID reader mounted on PDA or provide learners with situated learning
according to their situations by transmitting information on surrounding environment through
wireless communications and real-time computing abilities of the network. However, situated
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learning of vocabulary using objects to which RFID tags are attached requires sensors and
tags embedded in physical living environment, classrooms, hospitals, student
accommodation, student cafeteria, library, and outdoor playground, etc. In addition, it poses a
disadvantage that in case learners have an intimate knowledge of all the objects in a particular
space, the space needs to be reconfigured with new things.

Therefore, it is difficult to expect leaners to have an interest and a commitment since it
cannot connect a lot of information coming through the perspective of the learner in a real-
world environment with situated learning in real time. Accordingly, this paper proposes a
intelligent English situated learning system that can practice situation context learning more
reasonably using a location-based service and a recognition technology that autgmatically
recognizes text information on street signboards that are easily accessible in everydayNife, yet
provide learners with a lot of information. The proposed system provid %rs with
English conversation learning contents that can be used in the business sec@ ed to trade
name recognized through text information on street sigK ds fro captured by

cameras.
O\
2. Related Study Q ,\\)

2.1. Situated learning

In situated learning, knowledge a |n the%gntext of real-world is more
practical, has easier transition in sol p of the reality and maximizes the
effect of learning compared to alned direct instruction [4]. Due to the
recent development of IT tech omles inclutjng augmented reality technology and
location information service, et and pr nce of high-performance mobile devices,
studies to practice S|tuated rnmg t ve been actively carried out.

They include the.d of mo b'%éé\rmng contents that support learning using
mobile handsets t WhIC |re ess internet is available [5-6], research that
implements Iearn nten mobile devices of isolated forms[7] and mobile
learning syste requw t nts downloaded from a web server into a PDA [8].

Studies of ing |tuated learning deal with English vocabulary learning
system called TANGO Added LearNing Objects) that reminds learners of words
by attaching labels wjects around them [9], English situated learning system that
recognizes the @on and situation of leaners using RFID (Radio Frequency
Identification) tagS-and a wireless communication technology of readers and provides
the corresporiding English situated learning services [10], and Chinese situated learning
system t recognizes the location and situation of learners using
RFI Ubiquitous Sensor Network) technology and provides the corresponding
Cm%ﬂtuated learning services [11].

2.2. Text extraction methods

Studies on the text extraction are divided in to graphics text extraction study and
scene text extraction one. In recent years, a research on the image recognition in which
text is included in natural images with complex background has been actively
conducted. Looking at the study cases abroad, there are a technology that extracts texts
from images acquired through mobile devices attached to the camera and converts them
into those in native languages [12], a study that recognizes texts extracted from natural
scene images and converts them [13], a research that detects Japanese characters and
converts them to English ones [14], and a study that finds the location of the texts from
natural scene images and recognizes them [15].
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Domestic research covers development of “portable digital camera character
recognition core technology” that converts contents on the signs and leaflets
photographed with a digital camera to text information [16], creation of a signboard
image database for the purpose of the signboard image recognition [17], delivery of
information on the signboard images to users by recognizing a phone number from
signboard images captured by mobile devices [18], and a system that extracts and
recognizes texts included in images entered into a smartphone camera to output in a
voice [19].

Meanwhile, errors that occur in signboard images vary, ranging from an error that
occurs in the process of collecting signboard images (test losses by the shadows of
buildings or roadside trees, losses due to reflection of sunlight), structural s of
signboard images, an error in shooting techniques (abnormality of %ﬂg angle,
distortion phenomenon due to the shooting location), to an error of th Studies
to compensate for the distortion of the image |ncI resear method to
correct the trade name by calculating the values of th a ce bet candidates of a
database for trade names on signboards in consigesgbioh of the gs of recognition

candidates from the results recognized in the reco W ystem of signboard
images [20], and a study to estimate the outline of the%% ea by calculating the
distorted information through the analysis&vertwa mponent included in images
and correct the distorted images using & ear trans t|on based on the estimated
outline [21].

2.3. Augmented reality i{

Since the augmented reall hnolo.gy at can combine the information generated
virtually into the actual enmironment, c lement an instructional method which is
almost consistent with c learn % as received a lot of attention in the field of
education. As virtu OQ#, scanbgc ined into real-world images in real time due to
high-resolution scrx the smas%mne and high performance of the camera, a variety
of applicatio augme réality technology have begun to emerge in recent

years.
The development pra& of smartphone-based augmented reality applications are
as follows. As the wortd first smartphone-based augmented reality browser launched by

Dutch company obile, Layar provides various information located in the
applicable directi n the image flashed by a camera by tracking the user's location in
real time th h the camera, GPS and compass features [22]. Sekai Camera, which is
an augmen ality application program developed by Japan's Touchidot, can generate

informa any location users want in the similar way to putting a post-it on the air
[2 st Tube has a function to inform users of the nearest subway station as an
aug ed reality program developed by UK-firm Acrossair [24]. As a program

developed by the Austrian company Mobilizy, Wikitude shows location information
registered on a web page (Wikitude.com) into augmented reality trough a mobile device
[25]. A study on the ecological education smart services that takes advantage of
community board and augmented reality technology of smartphones improves the
realism and immersion in ecology education by providing customized services and
contents according to user's situations in real-life space [26]. A intelligent context-
aware learning system based on mobile augmented reality can recommend appropriate
learning contents automatically according to the context faced by learners based on the
augmented reality on the popularized mobile devices [27].
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3. The Proposed System

The proposed system provides learners with English conversation learning contents that
can be used in the business sector related to trade name recognized through text information
on the street signboards from images that enters the camera.

| Images Preprocessing Module I | Signboard name Retrieve Module |
| Text Detection | | Text Binarization I

& [ ]
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Dis'cancvv
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Figure 1. TH’K@posed S?@m

3.1. System configuration @

As shown in Figure 1, the pro @)system c \s of image pre-processing module, text
recognition module, trade na ractlor], , trade name search module, and learning
recommendation module.

The image pre- proce odulm mposed of a binarization process to divide
signboard images e m the ca into character area and background area, and a
process of splitting racter into the unit of individual characters. The binarization
process conver mage o rom the signboard images into gray image and detects
text area [28]. r character segmentation, all the adjacent pixels connected are found and

created into objects, and ey are divided by the unit of characters based on the location
relationships of initial nants, medial vowels and final consonants after analyzing the

elements of the ch rea [29].

The text recogn& module consists of character extraction and distortion correction. As
for characte raction, candidate group is extracted by extracting characteristics of the input
image and ining Manhanttan distance between the recognition targeted characters and
cteristics. The distortion correction is implemented by using the location of
nd placement information in general, but there are a lot of difficulties due to the
istics of signboards. The upper and lower outlines are estimated by measuring the
slope of the vertical component in the image and analyzing the histogram of the character
image. The corrected results can be obtained by performing a bilinear transformation based
on the outline of the estimated character area [21]. In this paper, characters of the candidate
group are compared with the vector of the input image to increase the precision of the
extracted candidate group. In this process, the case in which the feature vector of similar
shape is generated despite the difference in characters occurs, resulting in degradation of the
recognition rate in the overall recognition process. However, in case the vector data of
recognition images to be compared is simple, the degradation of the recognition rate can be
prevented.

294 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.5 (2014)

In the trade name extraction module, a database of local trade name within a certain
distance (200m) from a database of trade name at a national level is created based on the
current GPS location information of users, which makes the reduction in the number of
similar trade names to be compared with recognized data, subsequently helping not only to
increase the recognition rate, but also to ensure faster processing speed due to a decrease in
computational complexity and memory space required for the operation process.

In the trade name search module, distance value on the character string recognized using
the Levenshtein Distance [30] is calculated to find the most similar character string through a
comparison with trade names in a database of the local trade name.

In the learning content recommendation module, the recognized signboard ch cters.are
displayed in the proper positions, and learning contents corresponding to the b ector
on the signboard are recommended to leaners. In this module, English conve a%ﬁéntences
are automatically recommended. When leaners click on the recommended@ sentence
English sound file is automatically executed so that they actice antage of the

English conversation sentence. The functions and featur &) on are shown in
Table 1.

@Mana

Table 1. Situation Senxén
Name Func

OnCbnSelComboBc Select%ﬁ cIaLS|fptlo ub-Industry

OnCbnSitStatus ation
Open_SenFile . ’\ ituation va

Open_DataFile Sl Sitwti@nt%ce
OpenPlayMp3 (7\ Play 0i Nes(mp3)

3.2. Algorithms

The character r tlon recognizes texts on the signboards based on the
existing algor d recom s“appropriate learning contents in connection with the
business secto ciate he recognized texts. The proposed algorithm should have the
flexibility on the charact ognltlon errors of signboards since causes for errors that occur
in the recognition of si ard images vary. In this regard, this study attempted to minimize
errors and increas gnltlon rates by extracting information within the viewing distance

using the location rmation of learners and comparing it with the recognized text data. The
algorithms us uﬁ@thls study are as follows.

1[G urrent location information(Assisted GPS)

entLocation();

ayCurrentLocation();// Display the current location information
DetectTextDomain();

/I Check the Screen of Augmented reality, Detect the text regions
BinarizationText();// Binarize the text

ExtractionCharacter();// Extract each character
CorrectionDistortion();// Correct Distorted characters
RecognitonText();// Recognize the text.

PostprocessingText(); // The characters extracted in a word
TranslationText();

CompareResults(); // matching a word against extracted a word
SceneManager();

DisplayCharacterinformation();

// Display the learning contents corresponding to the business sector
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The proposed algorithm can display information of the current location and provide
context learning using signboard information within the viewing distance. In addition, its
efficiency on the context learning can be considered to be high since the most similar trade
name is selected within the area despite the low recognition rate on the signboard, and
learning contents is determined depending on the business sector to which the selected trade
name belongs.

4. System Implementation and Evaluation

4.1. Overview of the experiment o
The development environment of the proposed learning system is shown in?b’ , and
f

the simulation assumes the following conditions.
First, a database of trade names dictionary in the area argund the City\H
required to compare it with recognized trade name. Altan%hé numpe

national level is about 4 million, only data within the di oseo th
tion of s. Thus, significant
results can be derived even if data is limited to t de nm in the restricted area.
I

D city is

cation of leaners

needs to be compared in case of using the Iocatior@
Second, signboards are limited to the ones with e names in

Table 2. Enwronmen@System be%elopment

Langeee 4| (O 'go %SDK

Resoluion ™= Ac.‘éleA(128@6300)

o Device " Galaxy Notel(SHV-E160)
4.2 Operatio \O
Figure 2 shows-the scr&paugmented reality in D region of D city. The current location
i

(using GPS, and WiFi, et irection (EWSN), and address, etc. are displayed. In the upper
part of the screen, G ormation such as latitude and longitude, etc. is displayed, and the
current location is yed at the bottom of the screen.

In the casg of thescreen of augmented reality, re-recognition at a unit of the character does
not made o age screen in case the result of comparison between the moving distance
of the cu hcreen and that of previous screen is within the reference distance (right and
Ieft/ bottom of the screen). In other words, the characters recognized previously are
dIS 1 in the same way as before.
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-

Doctor : Hello. What's the problem?
2fAL: QHFSHMIR. 0{C| 7} otk R?

* Alice : Doctor, my head hurts.
¥ A2 AMIYH, M| 02| 7} OfLtR.
§ Doctor : How long have you had this problem?
2|A}: HOESH OPE01R?
Alice : For two days now.
AWa|A : X|27}X| 0| & £210]|R.

. Doctor : It seems that you have a cold. You had
— 5 g

f
[
fr
7
(

CE A K3 E4S 1437

However, in case it is beyond the reference distance, cha

Figure 2. The Screen of Augmented Reallty YY
image screen. If characters are recognized, they are displ
a question mark (?) is displayed. As for the size of

ers are recr ed from the
gre n, a not recognized,
plxels screen that can be
recognized as characters, the size of less than 2 plxel

n the screen size of
augmented reality (1280x720) is excluded form the Ogﬂltl(& ddition, signboards with
mixed use of Hangul and English and those i ish arge treated as exceptions, and they are

not recognized in this system. N

If there are items that commde he rs a comparison between trade
name/business sector around the cu atl aracter recognition, the recognized
trade name on the signboard andéu Ss sector played (colors are divided separately).
If there are no identical items results of the trade name around the current location

/business sector are displayeds and learpi ents corresponding to the business sector on

the signboard is recomm o lear en, learners can acquire practical knowledge in
the context of the r nd the op abilities to solve problems more easily when
faced with the actua 4%
4.3. Discussio

The system 1mplementédSief this study can recognize the signboard information on the

street, convert it to a% n language corresponding to the recognized text and present
English conversatio ence according to the business sector of the recognized signboard.
In addition, infon@ that can be learned in the context of real life is provided by
displaying the gonverted text of the recognized signboard on the screen in real time through
augmented technology. And it brings the effect of increasing the accuracy on the
Iearnmg ation to learners by performing a comparison between trade name within the
ance and a database of local trade names based on the current location of learners
even gh the text recognition rate on the signboard is not complete.

5. Conclusion

In everyday life, what provides learners with a lot of information is a signboard that
can be easily seen on the streets. Accordingly, a intelligent English situated learning
system based on the signboard information that can practice the context learning more
reasonably by recognizing the text information of the signboard automatically was
designed and implemented through this study. The proposed system increase the
recognition rate by means of a post-processing method that compare a database of trade
names within the recognition distance using input results and location information by
recognizing individual characters from the signboard images on the streets. In addition,
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it provides leaners with relevant learning information using the recognized trade name
and location information.

The following future studies are needed to generalize and take advantage of the
learning system developed as a result of this study with versatility. First, there is a need
to develop a program to register and manage name and location information required by
leaners so that they can use the developed system more easily and conveniently.
Second, a database of nationwide trade names should be established to take advantage
of the proposed system throughout the country. Third, as there are many signboards
with mixed use of Hangul and English, an algorithm to recognize English needs to be
added.
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