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Abstract 

Image completion is aim to fill the missing regions in images. A robust completion 

technique using similarity analysis and transformation is proposed to address this 

problem. Firstly, in order to decrease the search space of patches, random mapping 

method is used to analyze texture regions which have similar structure and texture with 

damaged regions. Secondly, geometric and photometric transformations of image are 

adopted to find the best patches. Thirdly, increasing the accuracy of the structure 

propagation, a priority calculation method is optimized based on confidence factor and 

edge information. Finally, a number of examples on real and synthetic images show the 

effectiveness of our algorithm for image completion. 
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1. Introduction 

Image completion is generally applied to automatically filling in the missing 

regions of an image in a visually reasonable way. In recent years, it has been one of 

the most important techniques in the field of image processing and computer vision.  

Image completion [1]
 

techniques can be divided into two main categories: 

structure-based and texture-based.  

The structure-based [2] methods complete the missing regions using thermal diffusion 

equations which can propagate the image information of the regions around the damaged 

ones. These methods include TV (Total Variation) model [3-4], Euler’s elastic model 

[5-7], Mumford-Shah model [8] and so on. They perform well in completing small 

missing areas of the picture while is prone to blurring in large ones. 

The texture-based methods [9-15] extract the texture features of the intact regions of 

the damaged picture and use them to composite new image patch, in order to eliminate the 

blurring in large damaged regions restoration. However, this kind of techniques usually 

misses the structure information of images. To solve this problem, Criminisi et al. [16, 

17] were inspired by the artificial repair methods. They calculated the priorities of the 

pixels around the damaged area according to certain rules separately, and used them to 

decide the order of the completion.  

This technique has significantly improved the quality of the restoration, but it still 

exists some defects: On one hand, the algorithm is susceptible to the confidence factors 

during the structure propagation. 

Cheng et al. [18] found out the problem that the value of filling priority often 

decreased to zero quickly, and introduced a robust priority calculation algorithm which 

raised both the robustness and repair effects a lot but causing high time complexity. 

Further improvements modify the search and sampling approaches for better structure 
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preservation [19-23]. Patch optimization based approaches have now become common 

practice in texture synthesis [24-29].   

On the other hand, damaged image is usually a large region while the sample patches 

are very small, so it takes plenty of time to search for similar sample patches in the entire 

image.  Many solutions have been proposed to reduce the time consumption. 

Ashikhmin [30] proposed a local propagation technique exploiting local coherence in 

the synthesis process by limiting the search space for a patch to the source location of its 

neighbors in the exemplar texture. Tong et al. [31] improved Ashikhmin’s method and 

introduced the k-coherence technique. He et al. [32] used kd-trees to accelerate the speed 

of texture synthesis. To avoid the local minimum trap and the quantity limitation of the 

k-coherence, Barnes et al. [33-34] regarded amount of pixels as center patches to select 

the match-patches randomly, find out similar ones quickly and transform the location 

information of the similar ones to adjacent pixels. Then the processes were repeated again 

and again until the optimal sample patches were found. Unfortunately, Barnes’s method 

may cause local discontinuity of the image and is still not perform well in structure 

propagation. 

A robust completion technique using similarity analysis and transformation is 

proposed by according to the above researches. Firstly, in order to decrease the 

search space of samples, random mapping method is used to analyze texture regions 

which have similar structure and texture with damage regions. Secondly, geometric 

and photometric transformations of image are adopted to find the best patches. 

Thirdly, increasing the accuracy of the structure propagation, a priority calculation 

method is optimized based on confidence factor and edge information. Finally, some 

experiments will be done to show the high efficiency and good quality of our 

method. 

 

2. Prerequisite Knowledge of Image Completion 

This section provides a brief description of the image completion. The source region of 

the damaged picture is indicated by Φ, the damaged region is denoted Ω and its contour is 

denoted δΩ. p is the pixel on δΩ. Patch ΨP is a square with side length w, and the center 

of ΨP is p. The best match patch Ψq from the source region Φ is most similar to those 

parts that are already filled in ΨP.  

The priority P(p) of patch ΨP is defined as the product of two terms:   

 

 P(p)= D(p) C(p) (1) 

 
The D(p) is data term and C(p) is confidence term, and they are defined as follows: 
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Where α is a normalization factor, np is a unit vector orthogonal to the front δΩ in the 

point p and  denotes the orthogonal operator. |ΨP| is the area of ΨP. During 

initialization, the function C(p) is set to C(p) = 0 ,
p ，and p  , C(q)=1. 

Find the best matching patch Ψq of ΨP , copy the pixels in Ψq to fill the missing pixels in 

ΨP and update confidence term.  
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   C p C q       p q   

 (4) 

 

There exist three main problems in this greedy algorithm. 

(1) It costs large amounts of time to search the best matching patch in the full image. 

(2) Large errors may be caused by only using translation patches to find the best 

patches. 

(3) It is too rough using simple method of SSD (Sum of Squared Differences) to 

measure the similarity between ΨP and Ψq . 
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 respectively denote the pixels value of red, green and blue in  

p
 and q

. The similarity between patches are measured by the value of d, which the 

most similarity has minimum value of d.  
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It’s hard to find the optimal patch, while having more than one patch of the same 

least value of d. 

 

3. Our Algorithm 

This paper introduces a new algorithm to improve the Criminisi’s method. Considering 

the image feature distributes sparsely, a randomized correspondence algorithm is adopted 

to analyze the similarity between target regions and source regions, which having the 

similar structure and texture. So we can reduce the redundant searching space to speed up 

the algorithm. On the other hand, we transform the patches on geometric and photometric, 

optimizing the method to search best patches based on confidence factor and edge 

information, and optimizing the method to calculate the most similarly patches. 

Therefore, we can use these measures to improve image completion that get more 

wonderful results. 

 

3.1. Similarity Analysis 

In order to speed up the processing of image completion, it is important to reduce the 

time of searching the best matching patch. Therefore, it is critical to use similarity 

analysis to reduce the searching regions.  

As defined in Section 2, adjacent pixels in contours can be effectively propagate 

information, that randomized correspondence method can be used to find 

nearest-neighbor for every pixel. 

A nearest-neighbor field (NNF) function is defined as f: δΩ --> Φ. Given patch 

coordinate (x, y) in δΩ and its corresponding nearest neighbor (x’, y’) in source region Φ, 

set f(x, y)=(x’, y’), and these values are stored in an array. 

There has three main components of the random mapping algorithm, including 

initiation, propagation and random search, as shown in Figure 1.   

(1) Initiation: We initialize the nearest neighbor field by assigning random values. As 

shown in Figure 1(a), corresponding to three random given dashed-line patches 
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distributed in different locations, there has three adjacent solid-line patches that center 

pixel is in the contour.   

The iteration process is aim to improve the similarity with patches. According a fixed 

scan order, each iteration is to find the best match-patch. The odd-order scan is from right 

to left, bottom to up and the even-order is from left to right, top to bottom. For example, 

Vi and Wi are defined, respectively, propagation and random search at patch i, we will 

proceed in the order: V1, W1, V2, W2, …, Vn, Wn. 

(2) Propagation：Searching the similar patch f(x, y) to the patch w with center at (x, y), 

we can use the coordinates of similar patches f(x-1, y) and f(x, y-1). The SSD value 

between patch w and patch v is denoted D(w, v). So the most similar patch to patch w 

have the least value in {D(w,f(x,y)), D(w, f(x-1,y)), D(w,f(x,y-1))}, then assign 

coordinate of this patch to f(x y). 

This method’s main advantage is that just some patches correctly map to similar 

patches in a continuous area, then other patches can obtain the corresponding high similar 

patches with information propagated through these patches. As shown in Figure 1(b), 

when look for the similar patch of the blue patch, firstly verify whether the red patch has a 

correct mapping, if it has correct one, then we can fast search a good similar patch but 

searching all patches in whole image.  

(3) Random search：As shown in Figure 1(c), for the purpose to improve the similar 

accuracy of patches, we define a coordinate mapping function to search the similar patch 

in a large region centered f(x, y). 

 
(x, y) i

i iz f r R 
 (7) 

Where r is a large maximum search radius,  is a fixed ratio between search window 

sizes, and iR  is a uniform random in[-1,1]×[-1,1]. We find patches for i=0, 1, 2, … 

until the search radius 
ir  is less than 1. Empirical value  =0.5.  

 

 
             (a)                          (b)                         (c) 

Figure 1. Random Mapping Algorithm 

Image is divided into many overlap cells with size of m*m pixels, and the number of 

every mapped cell is counted to look for the best match-patch, then top k cells of largest 

mapping number are chose. As shown in Figure 2(b), these k blue points are the centers of 

top k cells of the Figure 2(a). The result of image completion is shown in Figure 2(c). We 

set value of k ranges from 10 to 15. As shown in Figure 3, the center of top 14 cells of 

highest mapping number are counted of Figure 2(b)( 330×250-pixel image), here m=60.  
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(a)              (b)                  (c) 

Figure 2. Photograph of a Rose: (a) Damaged Image; (b) The Blue Points are 
the Centers of Top k Cells having Largest Mapping Number; (c) Restored 

Image with our Algorithm 

As shown in in Figure 2(b), the blue points are centers of final searching locations, 

which include almost all the main structure and texture. Therefore, only searching these 

main regions can make image completion well and fast. We can see the caparison of 

searching number of exemplars in our and Criminisi’s algorithm from Figure 4. 
 

   

Figure 3. The Statistics of Cells Mapped  

 

Figure 4. The Comparison of Searching Number of Exemplars in our and 
Criminisi’s Algorithm 
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3.2. Transformation 

Since the target contour is reconstructed with geometry changing, it is difficult to find 

good source patches for target patches by simple translation. Therefore, for a transform 

parametrised by a set  , the source patches si are transformed to { (S(g (j )))}
i i i pS f   , 

{1...P}p where g
i
is the geometric transformation function working on patch indices 

and 
i

f is the photometric transformation function working on pixel color. Each patch 

contain P pixels. The relative position of each pixel in the patch is given by jp
for all 

{1...P}p , for example a patch centered at i contain pixels i+ jp
.  

The geometric transformation we consider is 

 
g (j ) j

i ip i p iR x   
  (8) 

Where i  is the scale, i  is the rotation, jp
 is a pixel in a patch around i, and ix  is the 

translation, as shown in Figure 5. A rotation i  of the source image is equivalent to rotation 

i  of the patch indices, so the indices are rotated by rotation matrix 
i

R  . To make 

optimization easier, we limit the range of scale to 1 2i  . These parameters are part of 

the parameter set  .  

We consider the following photometric transformation 

 
(s) s

i if  
   (9) 

Where s  denote the value of one color channel of a pixel, i is the shift of brightness that 

completes the parameter set  . We can simply turn off a transformation by setting the 

parameter to its default value: i =1, i =0, i =0. 

 

 

Figure 5. Geometric Transformation 

3.3. Patch Priorities 

The robust priority function is defined with image transformation as follows: 

 

 
( ) ( (s )) ( (s )),    0 , 1

i ic c d c dP p w G p w D p w w      
 (10) 

   

 

Where wc and wd are respectively the component weights of the confidence and the data 

terms. Note that wc+wd=1. In order to to smooth the decreasing curve of the confidence 

term to match that of the data term, Gc(p) is defined a regularizing function 

 

 
( ) (1 ) ( ) ,   0 1cG p h C p h h     

 (11) 
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Where h is regularizing factor to control the decreasing of curve smoothness. Without 

loss of generality, h is empirically set to 0.7. Therefor the value range of Gc(p) is 

regularized to [h, 1].  

 

3.4. Searching Best Match-patch 

In generally, as there could has more than one patches that have the same least SSD 

value, it may result in accumulation of error if don’t choose the best match-patch. 

Therefore we need to compare the variance of these patches for choosing the best 

match-patch. In order to calculate the pixels mean both known area p of filling patch and 

corresponding area of match-patch, the function is defined as follows.  

 

 #{ | }
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M

p p
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 (12) 

 

Where # denotes the number of pixels andιis pixel value. The function to calculate 

the variance of match-patch area that correspond to the filling patch unknown area q is 

defined as follows.   
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q q
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As shown in the Figure 6(a), the target patch ΨP has two best match-patch Ψq1 and Ψq2 

with same SSD value. If formula (6) was taken to choose the best match-patch, then it 

could   choose patch Ψq1 to fill patch ΨP and made the bad result as shown in Figure 

6(b). Else if we took the improved formula (13) to choose the best match-patch, we could 

sure choose patch Ψq2 to fill patch ΨP and made the better result as shown in Figure 6(c).  

 

     
(a) Searching match-patch  (b) Error match-patch    (c) Best match-patch 

Figure 6. Choose Best Match-patch 

4. Experimental Results and Analysis 

In order to test the effectiveness of the proposed algorithm, some experiments are 

produced and compared to the so-obtained results with conventional methods. All 

experiments are run on an Intel dual-core 2.8GHZ with 4GB of RAM. 

These selected images for testing are from both natural and synthetic images. As 

shown in Figure 9-13, the results of the Criminisi’s repair algorithm that have many 

discontinuous areas. The result in last row even appears much leaves texture in flower, 

and it may be a big mistake in human eyes. With raising the number of iterations for 
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image completion, the confidence value of filling patch becomes smaller that increase the 

probability of error, which could result in drawing incorrect structure and texture. The 

results of Wexler’s [11] approach are also as blur as ones in all rows. The mainly reasons 

were that it is not always able to find the global optimum solution via optimized the 

global energy function and the pixels values may be obtained from the weighted neighbor 

pixel values. While the calculation method of patches priority is optimized in our 

algorithm, which improve the technique of searching the best match-patch and reduce the 

searching regions of exemplar. Therefore we can achieve better visual effect by greatly 

speeding up the image completion and decreasing the error rate of image completion. 

As shown in Figure 2(b), the size of all the main regions is very small, and the total 

number of 9*9 pixels patches in the main regions is about 10% of the whole image. 

Therefore, it is very effect to reduce the completion time of the High Definition (HD) 

image, overall, we can save nearly 81% time without considering the time cost of 

initializing partial exemplar regions. 

As shown in Figure 4, the number of searching patches of Figure 9-13 by our algorithm 

is compared with Criminisi’s algorithm. It is easy to see that the time of our algorithm 

grows more slowly as the increasing of image size. 

It is the size of image and damaged regions in Figure 7(a). The time consumed by 

our algorithm is compared with Criminisi’s algorithm, as shown in Figure 7(b). The data 

indicate that our algorithm saves more time of HD image than small image.  

 

    
(a) Size of image and damaged regions         (b) Comparison of running time 

Figure 7. Comparison of Criminisi’s Algorithm and our Algorithm 

  

Figure 8. Image Quality Assessment with PSNR 

With the purpose of evaluating the impletion quality of our algorithm, Peak Signal to 

Noise Ratio (PSNR) is used to detect the image completion quality of Figure 9-13. As 

shown in Figure 8, PSNR1, PSNR2, PSNR3 respectively denote the PSNR values of the 

image completion by Criminisi, Wexler and our algorithm. The results show that the 

repaired images by our algorithm are better than other two algorithms in image 
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consistency and coherence judging from human eyes. However, these advantageous do 

not show up very well in PSNR that is different from human visual system. Therefore it is 

more reliable to verify the effect with the human visual system. 

 

 
  (a)               (b)               (c)               (d)         

Figure 9 

 
  (a)                (b)              (c)                (d)         

Figure 10 

 
 (a)                (b)                (c)               (d)         

 Figure 11 

 
(a)                  (b)                   (c)                  (d)         

Figure 12 

 
     (a)             (b)             (c)             (d)         

Figure 13 
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Figure 7 some results. The first column shows unknown regions (red). The column (a) 

to column (d) are respectively denote the results completed by Criminisi, Wexler and our 

algorithm. 

Further Examples on Photograph. We show more examples on photographs of real 

scenes. Figure 14 shows the result of our algorithm on region filling of a Chinese text 

image. Figure 14(a) is original photo of type written Chinese text. Figure 14(b) is a 

portion of the image (marked with a red region) that has been removed. Figure 14(c) is the 

result of our filling algorithm. Figure 14(d) show the detail of text synthesized in the 

target region highlighted. Even though the generated Chinese text does not make much 

sense, it still looks plausible. This example further demonstrates the advantage of our 

algorithm in the case of pure texture synthesis. 
 

   
(a)                                      (b) 

   
(c)                                       (d) 

Figure 14. Examples on Chinese Text Photograph 

Another Example of Image Completion. (a) Original image. The text occupies 8.5% of 

the total image area. (b) Result of text removal via our algorithm.  
 

   
   (a) Original image               (b) Result of our algorithm 

Figure 15. Removing the Text from Image 

5. Conclusions 

A fast image completion algorithm using similarity analysis and transformation is 

proposed, which can quickly repair the damaged image. There has three main contribution 

of this work. Firstly, similarity analysis is used to find the minimal regions including main 

structure and texture. Secondly, geometric and photometric transformations of image 

are adopted to find the best patches. Thirdly, increasing the accuracy of the structure 

propagation, a priority calculation method is optimized based on confidence factor 
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and edge information. Experimental results show that our algorithm is effective both in 

the speed and the visual quality. However, there still has a fault of greedy algorithms that 

once a wrong patch selected could accumulate small errors to a serious error in the end. 

Therefore, how to use some other auxiliary information to reduce the error rate could be 

further research. 
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