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 

Abstract: Software reliability is expressed as the probability of 

software to function properly under specified condition for a 

specified time period. A basic method to evaluate the software 

reliability is to check the presence of defects in the software. The 

presence of defect can be calculated as defect density measured 

defined as total number of defects present in the software divided 

by the size of the software. The paper proposes a fuzzy logic based 

model to predict per phase software defect density. The model uses 

3 relevant software metrics per SDLC phase. Defect density 

prediction is a useful measure, which indicates the critical 

modules of the project and helps software teams to plan their 

resources in an efficient manner.  The proposed model results are 

better in comparison with existing literature in the same domain 

when compared using MRE performance measure on 20 project 

dataset. 

 

Index Terms: Defect Prediction, Fuzzy logic, Metrics, 

Phase-wise, SDLC.  

I. INTRODUCTION 

  Software plays an influential role in our day-to-day 

activity directly or indirectly. Hence making software 

reliability a very important crucial as software being used in 

many diverse areas. It has been observed in past that software 

failure has incurred loss of not only money but also of human 

life[1] . This makes study of software reliability an 

unavoidable and very important area of research. Software 

reliability is expressed as the probability of software to 

function properly under specified condition for a specified 

time period. A basic method to evaluate the software 

reliability is to check the presence of defects in the software. 

The presence of defect can be calculated as defect density 

measured as total number of defects present in the software 

divided by the size of the software [2]. Software defect 

density is an important guide in measuring software 

reliability. Also defect identified in early phase are cheaper to 

fix in comparison with defect identified in later phases. 

Prediction of defects during early phases of SDLC helps 

software professionals to deal with the problem early. In past 

various models has been proposed that estimate and predict 

software reliability. However, neither these models 

successfully predict phase-wise defect density or they are user 

friendly [3]. As phase wise defect data available is small and a 

lot of uncertainty is associated with it. Also majority of failure 
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information is exists in form of expert knowledge, which can 

further be replicated as software metrics [4]. Due to all these 

factors software defect prediction model that is based on 

fuzzy logic is presented here.  

The remaining paper is structured as: related work is 

discussed in Section 2. Proposed method is presented in 

Section 3. Section 4 and 5 describe the results and conclusion 

respectively. 

II. RELATED WORK  

As humans perform software development, thus 

developing no defect software is a challenging task. It is 

crucial to develop software that performs its functionality 

properly under specified condition for a specified time period. 

Study of software reliability is very important and a major 

area of research.  

In past various models has been proposed that estimate and 

predict software reliability. Various researchers studying 

software reliability concluded that software defect density 

depends on static code metrics [5]-[8]. Agresti and Evanco 

used process and product characteristics to perform 

regression analysis to predict software defect [9]. Smidts et al. 

studied the importance of software requirements and its 

failure modes as parameters to predict software reliability 

[10]. UML models such as sequence diagrams, use cases, and 

deployment diagrams were used to interpret reliability 

attributes. Cortellessa et al. demonstrated this approach by 

using a simple online transaction processing system [11]. 

Many researchers in their research proposed a SDP models 

based on Bayesian net [12][14]. Further Dejaeger et al. 

studied 15 different classifiers based on Bayesian net for 

defect estimation [15]. Pandey and Goyal studied fuzzy 

profiling of static code metrics to propose SDP model [16]. 

Yadav et al. considered uncertainty associated with software 

metrics to proposed SDP model for SDLC phase wise defect 

prediction [8] 

Above literature review concludes that software reliability 

can be measured as a function of defect present in the 

software. Also defects can be categorized by using static code 

metrics. 

III. PROPOSED METHODOLOGY  

Following steps are involved in the proposed model: - 

 

Step 1 – Metric selection 

Step 2 – Defining membership function for each of the 

selected input metric and output metric 

Step 3 – Designing FIS  

Step 4 – Model Evaluation 

A. Metric selection 

There exist loads of SDP 

models that use traditional 
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software metrics to predict software defects. However, these 

models have there are many drawbacks.  One of the major 

drawbacks is that they don't predict defect density phase wise. 

Also, existing studies have concluded that metric selection 

plays a very important role in defect prediction [18][19]. Thus 

metric selection is a very import step in SDP model building.  

Li and Smidts have studied influence of thirty software 

metrics on software reliability. They used expert opinion to 

rank these metrics on their influence on software defect 

density. The outcome of their study was top three most 

influential metrics for first four SDLC phases that contributes 

majorly towards software reliability [20]. Based on their 

conclusion in the proposed model we have selected three 

input metrics for each phase along with one output metric. 

These metrics are shown in table 1. 

 

B. Membership Function 

Designing a membership function for each software 

metrics is very crucial for the development of SDP model. 

The success of SDP model depends on how input and output 

metrics are mapped. Membership function can be of different 

shapes such as triangular, trapezoidal, etc. Various 

researchers have proposed different membership functions 

based on expert opinion. In the proposed model, selected 

metrics profile values are calculated based on method 

proposed by Pandey and Goyal in 2010 [16]. Table 2 to table 

5 depicts the membership function values for this phase. The 

shape of membership function used is triangular.  

 

C. Figures Designing of Fuzzy Inference System 

After designing the membership function for each of the 

selected metrics, the next step is to construct a fuzzy rule base. 

The constructed rule base based on domain experience along 

with the inferences deduced from traditional dataset available 

in various software repositories.   

The proposed model processed the metric data using 

Mamdani fuzzy inference system (FIS). FIS maps the fuzzy 

inputs to fuzzy output using fuzzy ‘max-min’ operator. With 

the help of domain expert ‘if-then’ rule based is prepared. 

Defuzzification has been performed using centroid method to 

predict number of defects as the output. Table 7 depicts the 

number of defects as given by proposed system in comparison 

with actual defects. 

 

D. Model Evaluation 

The proposed model performance is evaluated as number 

of defect predicted with respect to actual number of defects. 

Performance measured used for the comparison is Mean 

Magnitude of Relative Error (MRE). MRE measures absolute 

error mean and calculated as follows:-   

 

  

MRE =
1

n

|d
i
-dp

i
|

d
ii =0

n

å  

 

where di is actual defect density and dpi is predicted defect 

density. The result comparison is shown in Table 7. It can be 

concluded that the result predicted by proposed method is a 

little better in comparison with Yadav et al. [8].  

 

Table 8: Result Comparison 

# Proposed Defects 
Yadav et al. 

[8]  

MRE 0.349 0.3613 

IV. CONCLUSION 

The paper proposes a fuzzy logic base model to predict 

phase –wise software defect density. The model uses 3 

relevant software metrics per SDLC phase. Defect density 

prediction is a useful measure, which indicates the critical 

modules of the project and helps software teams to plan their 

resources in an efficient manner.  The proposed model results 

are better in comparison with existing literature in the same 

domain when compared using MRE performance measure on 

20 project dataset. 
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Phase Metric Type Metric Name Fuzzy Range 

Requirement 

Analysis 

Input Metrics Requirement Specification Change Request 

(RSCR) 

{0-1} 

Error Distribution (ED) {0-1} 

Reviews, Inspection and Walkthrough (RIW) {0-1} 

Output Metric Requirement Defect Density (RDD) {0-1} 

Design 

Phase 

Input Metrics Requirement Defect Density (RDD) {0-1} 

Cyclometric Complexity (CC) {0-1} 

Data Flow Complexity (DFC) {0-1} 

Output Metric Design Defect Density (DDD) {0-1} 

Implementati

on Phase 

Input Metrics Design Defect Density (DDD) {0-1} 

Team Experience (TE) {0-1} 

Software Capability Maturity Model (SCMM) {0-1} 

Output Metric Code Defect Density (CDD) {0-1} 

Testing 

Phase  

Input Metrics Code Defect Density (CDD) {0-1} 

Testing Process Maturity (TPM) {0-1} 

Staff Experience (SE) {0-1} 

Output Metric Defect Density (DD) {0-1} 

 

  

Table 2: Requirement Analysis Phase Fuzzy profile Values 

 

Metric 

Type 

Metric Name Range Nature Linguistic 

Terms 

Profile Values 

Input 

Metrics 

Requirement 

Specification Change 

Request (RSCR) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

Error Distribution 

(ED) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), 

L (0; 0.14; 0.32), VL (0; 0; 0.14) 

Reviews, Inspection 

and Walkthrough 

(RIW) 

{0-1} Linear {VH, H, M, 

L, VL} 

VH (0.75; 1.00; 1.00), H (0.50; 

0.75; 1.00), M (0.25; 0.50; 0.75), L 

(0; 0.25; 0.50), VL (0; 0; 0.25) 

Output 

Metric 

Requirement Defect 

Density (RDD) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

 

 

Table 3: Design Phase Fuzzy profile Values 

 

Metric 

Type 

Metric Name Range Nature Linguistic 

Terms 

Profile Values 

Input 

Metrics 

Requirement Defect 

Density (RDD) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

Cyclometric 

Complexity (CC) 

{0-1} Logarithm {H,M,L} H (0.369; 1.00; 1.00), M (0; 0.369; 

1.00), L (0; 0; 0.369), 

Data Flow 

Complexity (DFC) 

{0-1} Logarithm {H,M,L} H (0.369; 1.00; 1.00), M (0; 0.369; 

1.00), L (0; 0; 0.369), 

Output 

Metric 

Design Defect 

Density (DDD) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

 

 

 

 

 

 

Table 4: Implementation Phase Fuzzy profile Values 
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Metric 

Type 

Metric Name Range Nature Linguistic 

Terms 

Profile Values 

Input 

Metrics 

Design Defect 

Density (DDD) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

Team Experience 

(TE) 

{0-1} Linear {VH, H, M, 

L, VL} 

VH (0.75; 1.00; 1.00), H (0.50; 

0.75; 1.00), M (0.25; 0.50; 0.75), L 

(0; 0.25; 0.50), VL (0; 0; 0.25) 

Software Capability 

Maturity Model 

(SCMM) 

{0-1} Linear {VH, H, M, 

L, VL} 

VH (0.75; 1.00; 1.00), H (0.50; 

0.75; 1.00), M (0.25; 0.50; 0.75), L 

(0; 0.25; 0.50), VL (0; 0; 0.25) 

Output 

Metric 

Code Defect Density 

(CDD) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

 

 

Table 5: Testing Phase Fuzzy profile Values 

 

Metric 

Type 

Metric Name Range Nature Linguistic 

Terms 

Profile Values 

Input 

Metrics 

Code Defect Density 

(CDD) 

{0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

Testing Process 

Maturity (TPM) 

{0-1} Linear {VH, H, M, 

L, VL} 

VH (0.75; 1.00; 1.00), H (0.50; 

0.75; 1.00), M (0.25; 0.50; 0.75), L 

(0; 0.25; 0.50), VL (0; 0; 0.25) 

Staff Experience (SE) {0-1} Linear {VH, H, M, 

L, VL} 

VH (0.75; 1.00; 1.00), H (0.50; 

0.75; 1.00), M (0.25; 0.50; 0.75), L 

(0; 0.25; 0.50), VL (0; 0; 0.25) 

Output 

Metric 

Defect Density (DD) {0-1} Logarithm {VH, H, M, 

L, VL} 

VH (0.57; 1.00; 1.00), H (0.32; 

0.57; 1.00), M (0.14; 0.32; 0.57), L 

(0; 0.14; 0.32), VL (0; 0; 0.14) 

 

 

Table 6: Case Study Dataset used in the study 

 

# RSCR RIW ED CC DFC TE SCMM TPM SE 
Actual 

Defect 

1 L VH H M H H H H H 148 

2 H VH H L H H H H H 31 

3 VH VH M L H H H H H 5 

4 VL M M VH L VL H H VL 928 

5 M VH L L H VH VH H M 204 

6 H H L M M H H M M 53 

7 VH VH M L VH VH VH H VH 17 

8 H H M M H H M M M 29 

9 H H H H H H H M H 71 

10 L M H M H H H M M 1597 

11 L H M H M M M M H 90 

12 L M H H H H H M M 129 

13 VL H VH H H H H M H 1768 

14 M H H L H H M M H 109 

15 M H H H H H H H M 476 
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16 M M H L H M H H L 688 

17 M H M L H H H H H 196 

18 L M M M L M H H M 184 

19 VH VH M M H VH H H VH 91 

20 H VH VH H H VH VH H H 209 

 

 

Table 7: Result Comparison 

 

# Actual Defect  
Proposed 

Defects 
# Actual Defect  

Proposed 

Defects 

1 148 159 11 1768 1905 

2 31 35 12 109 136 

3 209 231 13 688 981 

4 204 211 14 476 501 

5 53 76 15 928 1081 

6 17 23 16 196 207 

7 29 46 17 184 218 

8 71 89 18 1597 1702 

9 90 104 19 91 117 

10 129 115 20 5 21 

 

 

 


