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#### Abstract

In this paper, a first-order iterative functional differential equation is investigated. With the help of the Schauder's fixed point theorem, we established some sufficient criteria that ensure the existence of positive periodic solutions. In addition, an application to three hematopoiesis models is also provided to corroborate the effeteness of our main findings. These last ones substantially enrich and complement some earlier works.


## 1. Introduction

Undoubtedly, iterative differential equations which are a special kind of differential equations involving time and state-dependent delays can be found in all areas of science and appear frequently in life sciences where the delays cannot be neglected and generally depend on both the time and the state variable (see [23]). For example, in models of hematopoiesis, the delay which represents the cell cycle duration depends, in fact, on both the time $t$ and the density of mature cells. In the models of insect population dynamics, the delay describes the life cycle period and depends also on the time $t$ and the population size. This dependence on the state variable is due to the competition among larvae for habitat and food during larval stage.

The literature of such kind of equations is still limited, because, despite the great efforts that have been made so far to overcome the difficulties in studying them, such as those caused by the iterative terms, a lot still remains to be done to construct a fully established theory. Very recently, some authors have sought to deal with these equations. For instance, concerning first-order iterative differential equations, the author of this article and her co-author R. Khemis [7] discussed the existence of solutions for a first order delayed differential equation with an iterative source term that modelizes the evolution of an insect population, M. Fečkan and al. [10] recently studied the maximal and minimal nondecreasing bounded solutions for a first order iterative differential equation. The situation is the same with the higher order equations as very few contributions that have been made so far (see $[4,5,6,8,13,14]$ ).

In the current manuscript, we focus on the following first-order iterative functional differential equation:

$$
\begin{equation*}
x^{\prime}(t)=-a(t) x(t)+p(t) x^{m}(t-\tau(t)) f\left(t, x^{[1]}(t), x^{[2]}(t), \ldots, x^{[n]}(t)\right), \tag{1.1}
\end{equation*}
$$

where $x^{[i]}(t)$ are the iterates of $x(t), \tau, a, p \in \mathcal{C}\left(\mathbb{R}, \mathbb{R}^{+}\right)$are $T$-periodic functions, $f \in \mathcal{C}\left(\mathbb{R}^{n+1}, \mathbb{R}^{+}\right)$and $m \geq 0$. This class of equations arises in relation to the population dynamics of the Australian sheep blowfly Lucilia cuprina in ecology and the blood cell dynamics in biology. Our main task here is to prove the existence of positive periodic solutions of equation (1.1) which include a time varying delay $\tau(t)$ and several implicit

[^0]delays depending on time and state of the form $\tau_{i}(t, x(t))$ that gave rise to the iterates $x^{[2]}(t), \ldots, x^{[n]}(t)$.

The remainder of the current article is planned as follows. In the next Section, we will present and prove a useful inequality needed to achieve the desired results. The third section is the core of the paper, where we will use Schauder's fixed point theorem to discuss the existence of positive periodic solutions of equation (1.1). The fourth section will be devoted to present some examples of models of hematopoiesis to validate our obtained results. We will end the paper with a conclusion.

## 2. Preliminaries

For $\alpha, \beta \geq 0$ and $T>0$, we consider the following closed convex and bounded subset

$$
P_{T}(\alpha, \beta)=\left\{x \in P_{T}, 0 \leq x \leq \alpha,\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq \beta\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in \mathbb{R}\right\}
$$

of the following Banach space

$$
P_{T}=\{x \in \mathcal{C}(\mathbb{R}, \mathbb{R}), x(t+T)=x(t)\}
$$

with the norm

$$
\|x\|=\sup _{t \in[0, T]}|x(t)|
$$

$P_{T}(\alpha, \beta)$ is a compact subset of $P_{T}$, this actually results from applying the Arzelá-Ascoli theorem.

Now, we will prove the next lemma which has an important role in establishing our main results.

Lemma 2.1. If $x, y \in P_{T}(\alpha, \beta)$, then

$$
\begin{equation*}
\left\|x^{r}-y^{r}\right\| \leq r \alpha^{r-1}\|x-y\| \tag{2.2}
\end{equation*}
$$

Proof. We will prove this inequality by induction. So, the proof will now proceed in two steps:
The basis step: For $r=1$, we have

$$
\|x-y\| \leq\|x-y\|
$$

then, the inequality holds for $r=1$.
The inductive step: Now, we assume that the inequality holds for a given $r=k-1$, and we want to show that it also holds for $r=k$. Suppose that

$$
\begin{equation*}
\left\|x^{k-1}-y^{k-1}\right\| \leq(k-1) \alpha^{k-2}\|x-y\| \tag{2.3}
\end{equation*}
$$

Then

$$
\begin{aligned}
\left\|x^{k}-y^{k}\right\| & =\left\|x^{k}-x^{k-1} y+x^{k-1} y-y^{k}\right\| \\
& \leq\left\|x^{k-1}\right\|\|x-y\|+\|y\|\left\|x^{k-1}-y^{k-1}\right\| .
\end{aligned}
$$

Using (2.3), we obtain

$$
\begin{aligned}
\left\|x^{k}-y^{k}\right\| & \leq \alpha^{k-1}\|x-y\|+\alpha(k-1) \alpha^{k-2}\|x-y\| \\
& =k \alpha^{k-1}\|x-y\|
\end{aligned}
$$

## 3. EXISTENCE OF PERIODIC SOLUTIONS

If $a(t) \neq 0$ and $G(t, \sigma)=\frac{\exp \left(\int_{t}^{\sigma} a(u) d u\right)}{\exp \left(\int_{0}^{T} a(u) d u\right)-1}, x \in P_{T}(\alpha, \beta)$ is a solution of (1.1) if and only if $x$ is a solution of the following integral equation:

$$
\begin{equation*}
x(t)=\int_{t}^{t+T} G(t, \sigma)\left[p(\sigma) x^{m}(\sigma-\tau(\sigma)) f\left(\sigma, x^{[1]}(\sigma), x^{[2]}(\sigma), \ldots, x^{[n]}(\sigma)\right)\right] d \sigma \tag{3.4}
\end{equation*}
$$

where the kernel is bounded as follows:

$$
\begin{equation*}
0<A=\frac{\exp \left(-\int_{0}^{T} a(u) d u\right)}{\exp \left(\int_{0}^{T} a(u) d u\right)-1} \leq G(t, \sigma) \leq \frac{\exp \left(\int_{0}^{T} a(u) d u\right)}{\exp \left(\int_{0}^{T} a(u) d u\right)-1}=B \tag{3.5}
\end{equation*}
$$

According to [[25], Lemma 4] and the mean value theorem, we have

$$
\begin{equation*}
\int_{t_{1}}^{t_{1}+T}\left|G\left(t_{2}, \sigma\right)-G\left(t_{1}, \sigma\right)\right| d \sigma \leq B T\|a\|\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in \mathbb{R} \tag{3.6}
\end{equation*}
$$

Furthermore, we assume that function $f\left(t, \xi_{1}, \ldots, \xi_{n}\right)$ is fulfilling the following conditions:

$$
\begin{equation*}
f\left(t+T, \xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=f\left(t, \xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \tag{3.7}
\end{equation*}
$$

and there exist $n$ positive constants $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ such that

$$
\begin{equation*}
\left|f\left(t, \xi_{1}, \ldots, \xi_{n}\right)-f\left(t, \xi_{1}^{*}, \ldots, \xi_{n}^{*}\right)\right| \leq \sum_{i=1}^{n} \ell_{i}\left|\xi_{i}-\xi_{i}^{*}\right| \tag{3.8}
\end{equation*}
$$

Moreover, for $p \in P_{T}\left(\alpha_{p}, \beta_{p}\right)$, we consider the following two assumptions:

$$
\begin{equation*}
T B \alpha_{p} \alpha^{m+1} \ell_{0} \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j} \leq \alpha \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
(2+T\|a\|) B \alpha_{p} \alpha^{m}\left(\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right) \leq \beta \tag{3.10}
\end{equation*}
$$

To apply Schauder's fixed point theorem, we will need to construct a compact operator. Thus, from (3.4), we set the operator $\mathcal{H}: P_{T}(\alpha, \beta) \rightarrow P_{T}$ as follows:

$$
\begin{equation*}
(\mathcal{H} \varphi)(t)=\int_{t}^{t+T} G(t, \sigma)\left[p(\sigma) \varphi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \varphi^{[2]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)\right] d \sigma \tag{3.11}
\end{equation*}
$$

Theorem 3.1. Let $a(t) \neq 0$. If $p \in P_{T}\left(\alpha_{p}, \beta_{p}\right)$ and (3.7) - (3.10) are satisfied, then equation (1.1) has a positive periodic solution in $P_{T}(\alpha, \beta)$.

Proof. If $\varphi, \phi \in P_{T}(\alpha, \beta)$ then

$$
\begin{aligned}
|(\mathcal{H} \varphi)(t)-(\mathcal{H} \phi)(t)| & =\int_{t}^{t+T} G(t, \sigma) p(\sigma) \mid \varphi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right) \\
& -\phi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right) \\
& +\phi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right) \\
& -\phi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \phi^{[1]}(\sigma), \ldots, \phi^{[n]}(\sigma)\right) \mid d \sigma \\
& \leq \int_{t}^{t+T} G(t, \sigma) p(\sigma)\left|\varphi^{m}(\sigma-\tau(\sigma))-\phi^{m}(\sigma-\tau(\sigma))\right| \\
& \times\left|f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)\right| d s \\
& +\int_{t}^{t+T} G(t, \sigma) p(\sigma)\left|\phi^{m}(\sigma-\tau(\sigma))\right| \mid f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right) \\
& -f\left(\sigma, \phi^{[1]}(\sigma), \ldots, \phi^{[n]}(\sigma)\right) \mid d \sigma .
\end{aligned}
$$

It follow from (3.8) that

$$
\begin{align*}
\left|f\left(\sigma, \varphi^{[1]}(\sigma), \varphi^{[2]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)\right| & =\mid f\left(\sigma, \varphi^{[1]}(\sigma), \varphi^{[2]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right) \\
& -f(\sigma, 0, \ldots, 0)+f(\sigma, 0, \ldots, 0) \mid \\
& \leq\left|f\left(\sigma, \varphi^{[1]}(\sigma), \varphi^{[2]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)-f(\sigma, 0, \ldots, 0)\right| \\
& +|f(\sigma, 0, \ldots, 0)| \\
& =\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}, \tag{3.12}
\end{align*}
$$

where $\ell_{0}=\sup _{\sigma \in[0, T]}|f(\sigma, 0, \ldots, 0)|$.
Using (2.2), (3.5), [[26], Lemma 2.1] and (3.12) we obtain

$$
|(\mathcal{H} \varphi)(t)-(\mathcal{H} \phi)(t)| \leq \beta T \alpha_{p}\left(\alpha\left(m \alpha^{m-1}+1\right)\left(\sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right)+m \alpha^{m-1} \ell_{0}\right)\|\varphi-\phi\| .
$$

## Consequently, $\mathcal{H}$ is a continuous operator.

On the other hand, if $\varphi \in P_{T}(\alpha, \beta)$ we have

$$
|\mathcal{H}(\varphi(t))|=\int_{t}^{t+T} G(t, \sigma)\left[p(\sigma) \varphi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)\right] d \sigma
$$

and from (3.5) and (3.12), we arrive at

$$
|\mathcal{H}(\varphi(t))| \leq T B \alpha_{p} \alpha^{m+1} \ell_{0} \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j} .
$$

Using now (3.9), we deduce that

$$
\begin{equation*}
\|\mathcal{H} \varphi\|=\sup _{t \in[0, T]}|\mathcal{H}(\varphi(t))| \leq \alpha \tag{3.13}
\end{equation*}
$$

Now, let $t_{1}, t_{2} \in \mathbb{R}$ (with $t_{1}<t_{2}$ ), so

$$
\begin{aligned}
\left|\mathcal{H}\left(\varphi\left(t_{1}\right)\right)-\mathcal{H}\left(\varphi\left(t_{2}\right)\right)\right| & \leq \int_{t_{2}}^{t_{1}} G\left(t_{2}, \sigma\right)\left[p(\sigma) \varphi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)\right] d \sigma \\
& +\int_{t_{1}+T}^{t_{2}+T} G\left(t_{2}, \sigma\right)\left[p(\sigma) \varphi^{m}(\sigma-\tau(\sigma)) f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right)\right] d \sigma \\
& +\int_{t_{1}}^{t_{1}+T}\left|G\left(t_{2}, \sigma\right)-G\left(t_{1}, \sigma\right)\right| p(\sigma) \varphi^{m}(\sigma-\tau(\sigma)) \\
& \times f\left(\sigma, \varphi^{[1]}(\sigma), \ldots, \varphi^{[n]}(\sigma)\right) d \sigma .
\end{aligned}
$$

Thanks again to (3.5) and (3.12) and using (3.6), we get

$$
\begin{aligned}
\left|\mathcal{H}\left(\varphi\left(t_{1}\right)\right)-\mathcal{H}\left(\varphi\left(t_{2}\right)\right)\right| & \leq 2 B \alpha_{p} \alpha^{m}\left(\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right)\left|t_{2}-t_{1}\right| \\
& +B T\|a\| \alpha_{p} \alpha^{m}\left(\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right)\left|t_{2}-t_{1}\right| \\
& =(2+T\|a\|) B \alpha_{p} \alpha^{m}\left(\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right)\left|t_{2}-t_{1}\right| .
\end{aligned}
$$

By virtue of [[25], Lemma 4] and (3.10), we obtain

$$
\begin{equation*}
\left|\mathcal{H}\left(\varphi\left(t_{1}\right)\right)-\mathcal{H}\left(\varphi\left(t_{2}\right)\right)\right| \leq \beta\left|t_{2}-t_{1}\right|, \forall t_{1}-t_{2} \in \mathbb{R} \tag{3.14}
\end{equation*}
$$

Finally, from (3.13) and (3.14), we conclude that

$$
\begin{equation*}
\mathcal{H}\left(P_{T}(\alpha, \beta)\right) \subset P_{T}(\alpha, \beta) . \tag{3.15}
\end{equation*}
$$

This last inclusion implies that the continuous operator $\mathcal{H}$ maps the bounded compact and convex subset $P_{T}(\alpha, \beta)$ of the Banach space $P_{T}$ into itself. Therefore, Schauder's fixed point theorem ensures that the compact operator $\mathcal{H}$ has at least one fixed point in $P_{T}(\alpha, \beta)$. Consequenly, equation (1.1) admits a positive periodic solution, residing in $P_{T}(\alpha, \beta)$.

## 4. Applications to Periodic Iterative Hematopoiesis Models

For illustrating some features of our main results, we apply the previous criteria to obtain some existence results for three Hematopoiesis Models.

Example 4.1. Consider the following iterative hematopoiesis model with periodic coefficients:

$$
\begin{equation*}
x^{\prime}(t)=-a(t) x(t)+\sum_{i=1}^{n} \frac{p(t)}{1+x^{[i]}(t)} . \tag{4.16}
\end{equation*}
$$

This model which describes the production of blood cells can be considered as a particular case of (1.1), where $m=0, p_{1}(t)=\ldots=p_{n}(t)=p(t)$ and $f\left(t, x^{[1]}(t), \ldots, x^{[n]}(t)\right)=$ $\sum_{i=1}^{n} \frac{1}{1+x^{[i]}(t)}$.

Here, $x(t)$ denotes the density of mature cells in blood circulation at time $t, a(t)$ is the decay rate, $p(t)$ is the production rate, $\sum_{i=1}^{n} \frac{p(t)}{1+x^{[i]}(t)}$ is the flux of the cells into the circulation from the stem cell compartment and the iterates $x^{[i]}(t)$ result from delays of the form $\tau_{i}(t, x(t))$ which represent the times required to produce mature cells.

The Banach space, the closed, bounded and convex subset and the Green's kernel are the same as in the previous sections. While the operator $\mathcal{H}: P_{T}(\alpha, \beta) \longrightarrow P_{T}$ is given by:

$$
\begin{equation*}
(\mathcal{H} \varphi)(t)=\sum_{i=1}^{n} \int_{t}^{t+T} G(t, \sigma) \frac{p(\sigma)}{1+x^{[i]}(\sigma)} d \sigma \tag{4.17}
\end{equation*}
$$

$\mathcal{H}$ is continuous. Indeed, it's not hard to prove that

$$
|(\mathcal{H} \varphi)(t)-(\mathcal{H} \phi)(t)| \leq n \alpha_{p} T B \sum_{i=1}^{n} \sum_{j=0}^{i-1} \beta^{j}\|\varphi-\phi\|
$$

Conditions (3.9), (3.10) of theorem 3.1 become, respectively:

$$
\begin{equation*}
n \alpha_{p} T B \leq \alpha \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
(2+T\|a\|) n \alpha_{p} B \leq \beta \tag{4.19}
\end{equation*}
$$

Theorem 4.2. Let us assume that $a(t) \neq 0, p \in P_{T}\left(\alpha_{p}, \beta_{p}\right)$ and that (3.7), (4.18) and (4.19) hold. Then all conditions of theorem 3.1 are fulfilled and, therefore (4.16) admits a positive periodic solution in $P_{T}(\alpha, \beta)$.
Remark 4.1. Notice that, the Lipschitz condition was dropped without any further assumptions on $f$ and, despite this, (4.16) has a positive periodic solution.
Remark 4.2. (4.16) has been studied by numerous authors in the recent decades such as Alzabut et al. [1] who investigated it with one constant delay and Liu et al. [16] who studied this equation but with multiple time-varying delays to name a few.
Example 4.2. We consider the following iterative Lasota-Wazewska type differential equation:

$$
\begin{equation*}
x^{\prime}(t)=-\frac{1}{5}\left(\cos ^{4} \frac{2 \pi}{25} t\right) x(t)+\frac{1}{10}\left(\cos ^{2} \frac{2 \pi}{25} t\right) e^{-\frac{1}{8} x^{[2]}(t)} \tag{4.20}
\end{equation*}
$$

in the set $P_{T}(\alpha, \beta)=P_{25}\left(\frac{\pi}{3}, \frac{\pi}{2}\right)$. Equation (4.20) describes the survival of red blood cells in the blood of an animal where $x(t)$ is the number of red blood cells at time $t$, $\frac{1}{5}\left(\cos ^{4} \frac{2 \pi}{25} t\right)$ is the death rate of red blood cells and $\frac{1}{10}\left(\cos ^{2} \frac{2 \pi}{25} t\right)$ is related to the production of red blood cells per unit time.
By virtue of the following inequality

$$
\left|e^{-x}-e^{-y}\right| \leq|x-y|, \forall x, y \in[0, \infty[
$$

$f$ is a Lipschitz function and

$$
|f(t, x)-f(t, y)| \leq \frac{1}{8}|x-y|, \forall x, y \in P_{25}\left(\frac{\pi}{3}, \frac{\pi}{2}\right)
$$

We have

$$
a(t)=\frac{1}{5}\left(\cos ^{4} \frac{2 \pi}{25} t\right), p(t)=\frac{1}{10}\left(\cos ^{2} \frac{2 \pi}{25} t\right), B \simeq 1.1811,\|a\|=\frac{1}{5}, m=0, \alpha_{p}=\frac{1}{10}
$$

$$
\ell_{0}=1, \ell_{2}=\frac{1}{8}, T B \alpha_{p} \alpha^{m+1} \ell_{0} \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j} \simeq 0.99365 \leq \alpha=\frac{\pi}{3} \simeq 1.0472
$$

and

$$
(2+T\|a\|) B \alpha_{p} \alpha^{m}\left(\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right) \simeq 1.1050 \leq \beta=\frac{\pi}{2} \simeq 1.5708
$$

Consequently, all assumptions of theorem 3.1 are satisfied and equation (4.20) has at least one solution in $P_{25}\left(\frac{\pi}{3}, \frac{\pi}{2}\right)$.
Remark 4.3. We chose a period of 25 days since the period can vary from a few weeks up to a few months especially in the case of periodic haematological disorders which have long periods ranging from 20 to 60 days.
Remark 4.4. The above equation has the same form as the equation in [12] which is with delays depending only on time.

Example 4.3. We consider the following iterative differential equation

$$
\begin{equation*}
x^{\prime}(t)=-\frac{1}{9}\left(\sin ^{4} \frac{2 \pi}{33} t\right) x(t)+\frac{1}{12}\left(\cos ^{2} t\right)\left(\frac{x^{[2]}}{1+x^{[2]}}+\frac{x^{[3]}}{1+x^{[3]}}\right) \tag{4.21}
\end{equation*}
$$

in the set $P_{T}(\alpha, \beta)=P_{33}\left(\frac{1}{6}, \frac{1}{4}\right)$ where $m=0, f(t, x, y)=\frac{x}{1+x}+\frac{y}{1+y}$, $a(t)=\frac{1}{9}\left(\sin ^{4} \frac{2 \pi}{33} t\right)$ and $p(t)=\frac{1}{12}\left(\cos ^{2} t\right)$.
For $x_{1}, y_{1}, x_{2}, y_{2}$ in $P_{33}\left(\frac{1}{6}, \frac{1}{4}\right)$ we have
$\left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right|=\left|\frac{x_{1}}{1+x_{1}}-\frac{x_{2}}{1+x_{2}}+\frac{y_{1}}{1+y_{1}}-\frac{y_{2}}{1+y_{2}}\right| \leq\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|$, and

$$
\begin{gathered}
\ell_{0}=0, \ell_{1}=\ell_{2}=1,\|a\|=\frac{1}{9}, B \simeq 1.3384, \alpha_{p}=\frac{1}{12}, \\
T B \alpha_{p} \alpha^{m+1} \ell_{0} \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}=0 \leq \alpha=\frac{1}{6}, \\
(2+T\|a\|) B \alpha_{p} \alpha^{m}\left(\ell_{0}+\alpha \sum_{i=1}^{n} \ell_{i} \sum_{j=0}^{j=i-1} \beta^{j}\right)=0.23701 \leq \beta=\frac{1}{4} .
\end{gathered}
$$

It follows from theorem 3.1 that (4.21) has at least one solution in $P_{33}\left(\frac{1}{6}, \frac{1}{4}\right)$.
Remark 4.5. In $[15,16,22,24]$ the authors studied a similar hematopoiesis model but with time-varying delays.

## 5. CONCLUSION AND REMARKS

This work is devoted to study a class of iterative differential equations arising in several fields of life sciences such as hematology and ecology. For transforming the existence of periodic solutions of our iterative differential equation into a fixed point problem, we chose an appropriate Banach space that ensures that the iterates terms are well-defined,
we next converted our equation into an equivalent integral equation and with the aid of some properties of the obtained Green's kernel and the Schauder's fixed point theorem, we have been able to prove the existence of at least one positive periodic solution which need not be unique. Three examples are given to illustrate the feasibility of our findings which are a continuation of our recent papers and some known works.

The results of this manuscript are essentially new and complement some previous studies. They differ from those obtained in the papers cited below in five aspects.
(1) Several new existence results for an iterative differential equation have been presented which enrich the few existing literature on such kind of equations that have not yet been adequately studied. Our iterative differential equation is of degree $n$ whereas the equations in [2], [3], [9], [11], [13], [18] and [21] are of second degree and despite that the equations in [17], [19], [20], [25] and [26] are of degree $n$, they can be considered as a particular case of our equation. The main difficulty in studying this kind of equations is due to the iterative terms that emerge from multiple implicit delays of the form $\tau_{i}(t, x(t))$ depending not only on time, but also on the state variable $x$. Thanks to a powerful technique which combines the Green's method and Schauder's fixed point theorem together with Arzela-Ascoli theorem, we realized our objectives. In addition, aside from all the hurdles in establishing the Green's kernel and some of its properties, it is also quite difficult to make the iterates well-defined. For this we constructed an appropriate Banach space to overcome this difficulty.
(2) The considered equation often appears in the mathematical modeling of many biological phenomena such as infectious disease transmission models, Nicholson's blowflies model, models of hematopoiesis, etc. For instance, in order to illustrate some features of our main findings, we studied a more general model of hematopoiesis with complex cell cycles where the delays which represent the average cell cycle duration, depend on both the time $t$ and the current density of mature cells $x(t)$. Actually, cell cycle durations are also controlled by this latter, when the number of mature blood cells is large, some growth factors and hormones suppress the division of the hematopoietic stem cells, and in the converse case, it will be promoted. So far there are no publications about iterative hematopoiesis model which implies that the present work is of significance since it extends and improves the existing studies on hematopoiesis that are concerned only with constant or time-varying delays (see for example [1, 12, 15, 16, 22, 24]).
(3) Our results are applicable to different models, such as insect population dynamics models. So they can be regarded as a generalisation of our work [7] and references cited therein.
(4) It has also been shown that our findings can be improved by relaxing the assumptions on the source term as in example (4.1) when we relaxed conditions on $f$.
(5) Due to biological applications, the solution may represent cell number or population density. So, to obtain results that is closer to reality, it is more reasonable to show the positivity and the periodicity of solutions.
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