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Abstract:- The discrete fractional Fourier transform become paradigm in signal processing. This transform process 
the signal in joint time-frequency domain. The attractive and very important feature of DFrCT is an availability of 
extra degree of one free parameter that is provided by fractional orders and due to which optimization is possible. 
Less execution time and easy implementation are main advantages of proposed algorithm. The merit of 
effectiveness of proposed technique over existing technique is superior due to application of discrete fractional 
cosine transform by which higher compression ratio and PSNR are obtained without any artifacts in compressed 
images. The novelty of the proposed algorithm is no artifacts in compressed image along with good CR and PSNR. 
Compression ratio (CR) and peak signal to noise ratio (PSNR) are quality parameters for image compression with 
optimum fractional order. 
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1  Introduction 
The need for robust techniques that can store visual 
information and transmit has been increased in the 
advancement of multimedia applications [1]. For 
downloading the images from internet is a time 
consuming process and because of this, nowadays 
image compression become an attractive tool. 
Therefore, the requirement of efficient and effective 
algorithms that can provide high compression ratio 
with less information loss has increased [2]. Image 
data is the major portion of multimedia 
communication and it consumes more bandwidth [3] 
during transmission. Hence, development of 
optimum and novel techniques for image 
compression has become important paradigm [4]. 
Various lossy and lossless image compression 
algorithms have been developed for the increasing 
need of medical images, virtual conferencing and 
multimedia. The existing technique’s model based on 
the analyzing two dimensional singularities and 
getting the captivating characteristics such as high 
peak-signal-to-noise ratio (PSNR). Discrete cosine 
transform (DCT) [5-8] is a very useful and important 
transform for compression and it is an adaptation of 
Fourier series. DCT provides fewer transform 
coefficients [9] after approximation of a signal. The 
Discrete sine transform (DST) is a factitive transform 

of DCT. Nowadays,  DST is used in compression 
applications of audio coding and low rate image [10-
11]. Discrete Walsh Hadamard transform (DWHT) is 
the simplest transform among all, although its energy 
compaction capability very inferior than  DCT. 
Therefore,  it does not used for image or data 
compression [12-13]. DST, KLT and DCT are the 
linear orthogonal blocked transforms, which remove 
the correlating information or pixels inside the block. 
These transforms do not  work well with interrelating 
over the block boundaries [14]. In last few years, 
hybrid fractal image compression techniques [15] are 
more in demand due to high compression rate while 
it needs more execution time because of high 
complexity.  

 
In 1807, Jean Baptise Joseph Fourier introduced 

Fourier transform, while he was working with a heat 
conduction dilemma. However, with the 
advancement of research areas and theme, in 1929, 
the fractional power of Fourier transform noticed in 
the mathematical literature [16-18]. The Fractional 
Fourier Transform (FrFT) is commonly called as 
rotational or angular  Fourier transform in different 
research papers [19-20]. Quantum mechanics [21], 
signal processing [22-24], pattern recognition [25], 
and optical, video and audio processing [26-27] are 
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the significant applications of FrFT. In optical 
domain, the continuous FrFT is applied [28]. It is a 
scientifically and systematically proved fact that 
difference gives a richer solution set than their 
continuous limit differential equations [29]. In FrFT 
domain the decomposition of continuous discrete 
signals and systems has been developed [30]. 
Nowadays, FrFT have various authentic application 
areas [31-36,45]. In last few years, two dimensional 
discrete fractional cosine transform (DFrCT) is 
applied for pattern recognition, encryption and image 
compression [46] due to its robustness and reliability. 
Some other image compression algorithms also 
proposed by experts [47] where they have used 
discrete cosine transform. The important research 
gaps in the field of image compression are removal 
of correlating information from the image and 
obtained less PSNR and more blocking artifacts in 
compressed images. The main motivation for the 
research is to provide the robust image compression 
technique which work efficiently on all type of 
images and can give good compression ratio along 
with good PSNR. 

 
 

2  Proposed Image Compression Model 
Two dimensional discrete fractional cosine transform 
(DFrCT) is utilized at optimum value of fractional 
order. The quantization of  all those coefficients is 
carried out to arbitrarily remove the coefficients that 
consist of very less information. This is achieved by 
adjusting the threshold value or cutoff value of the 
quantizer also called the coarseness. After this zigzag 
and Huffman coding is applied for further 
compression. For decompression of image, Huffman 
decoding and zigzag decoding was performed 
respectively. Now, inverse DFrCT (IDFrCT) is 
applied after quantization to the quantized image to 
obtain the original image as shown in Figure 1. 
 
 

2.1 Discrete Fractional Cosine Transform 
The advancement of DCT is DFrCT. Sequence of 
DCT { [ ]x n , 0 1n N   } is defined [37-41] with 
equation (1) and (2); 
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Fig. 1: Proposed Compression Model 
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Unitarity, additivity of rotations, periodicity and 
reality [36] are the impoertant mathematical 
properties of DFrCT. 2D-DFrCT is used for 
encryption, decryption and image compression. In 2-
D, angle of rotation   and   are used separately. 
 
2.2 Zigzag Coding 

In zigzag coding data access from the low frequency 
components to high frequency components. Zigzag 
coding lead to long run of 0’s and it converts the two 
dimensional array of an image into one dimensional 
array. In other words  it converts the M x N matrix 
into 1xN matrix as shown in Figure 2, therefore 
zigzag coding play very vital role in image 
compression. 

 
2.3 Huffman Coding and Decoding 

Generally, the Huffman coding is used to eliminate 
the coding redundancy from the input image. It is a 
one form of statistical coding that minimize number 
of bits needs to represent the string of symbol. The 
main advantage of Huffman coding is to utilized the 
optimal code word that have least  
average length. Its inverse process of coding is called 
decoding, by which  original input matrix can be 
obtained easily. 
 
2.4 Zigzag Decoding 

In zigzag decoding reconstruction of original matrix 
from the one dimensional array. In other words, it 
convert one dimensional matrix into two dimensional 
matrix of an image.  
 

2.5 Quantization 

Quantization works efficiently to quantize all the 
coefficients obtained after applying DFrCT. The 
small coefficients obtained after applying DFrCT  
are quantized coarsely and the coefficients which 
are having large values are quantized to the nearest 

integer. After quantization, the coefficients are 
written on the compressed stream. 
 
3 Results and Discussion 
The most common used parameters to evaluate the 
image compression algorithms are PSNR and CR. 
From Equation (6), the PSNR value (in dB) is used 
to compare the difference between the compressed 
image ‘ o ’ and the original input image ‘ i ’.  In 
general, if obtained PSNR after compression is less 
means poor visual quality of image  and for large 
PNSR means image visual quality is good, therefore 
for better image quality, the researcher aim is to get 
the  larger PSNR value. 
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where M N  is the size of the image. 
 

In order to evaluate the effectiveness and efficiency 
of proposed algorithm, four different test images 
have been used i.e,: “Lena”, “Peppers”, “Barbara” 
and “Baboon” as shown in Figure 3. It directly 
worked on the entire image without blocking or 
partitioning. Hence, this proposed algorithm 
performed well and provides compressed images 
which are free from blocking artifacts. This proposed 
technique provide good PSNR for all the images as 
compare to existing techniques due to which image 
quality has been increased after the compression 
without any blocking artifacts.  
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Fig. 2: An Example of DFrCT-Based Coding Technique. (A) An 8x8 Matrix(Subimage). (B) The Quantized 
DFrCT Coefficient Matrix of (A). (C) The Zig–Zag Scanning Pattern. (D) The Zig–Zag Scanned One 

Dimensional Matrix of (B) 
 
As there is no possibility of optimization in other 
transforms based existing compression techniques. 
So, one more important advantage of this technique 
is that it uses DFrCT due to which optimization is 
possible by varying the fractional order ‘ a ’.   
Therefore, this proposed compression technique 
fulfilling the all the research gaps as mentioned 
earlier. Figure 4 gives the visual results of proposed 
algorithm for different images. Comparative results 
of various existing algorithms along with proposed 
algorithm are shown in Figure 5 and Table 1. From 
which we can conclude that proposed algorithm is 
superior in performance. Table 2 gives PSNR values 
for different fractional order ‘ a ’ for all compressed 
images. Finally, it is found that the best image 

compression is obtained by varying the fractional 
order ‘ a ’ (0 to 1). For high PSNR values Table 2 and 
Figure 7 shows that optimum value of ‘ a ’ is 0.6 for 
Lena, Baboon and Barbara and 0.7 for Peppers. From 
Table 2 and Figure 7 we can conclude that the 
optimum value of fractional order ‘ a ’ is dependent 
on image. Table 3 and Figure 6 shows that 
comparative compression ratio for recently published 
algorithm and proposed algorithm, which depicts that 
proposed algorithm provide more compression ratio 
as compare to others. Less execution time and easy 
implementation are the attractive advantages of this 
proposed technique. Image compression with DFrCT 
works well in fractional domain and tries to save the 
bandwidth by varying fractional order 0 to1. 

 
 

 

 

 

 
 

(a) Lena                          (b) Peppers                          (c) Barbara                           (d) Baboon 

Fig. 3: Original Images 
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(a) Lena             (b) Peppers                     (c) Barbara                      (d) Baboon 

Fig. 4: Compressed Images By Proposed Technique 
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Fig. 5: Graph Shows the PSNR for Different  Compression Techniques and Proposed Technique for Images 
(a)Lena, (b)Barbara, (c)Baboon and (d)Peppers. 

 
Table 1. Comparison of Proposed Method with Different Methods 

 

Images 

                                                                   PSNR (in dB) 

 

JPEG 

Block Truncation 

Coding (BTC) 

Singular Value 

Decomposition 

(SVD) 

Gaussian 

Pyramid 

(GP) 

C.S.Rawat  

[15] 

Proposed 

Method 

Lena 29.8870 29.6116 22.6225 15.6656 31.5739 33.0649 
Barbara 30.00 26.5894 20.4283 14.7322 32.7810 42.9752 
Baboon 31.3421 25.1743 20.0996 16.1080 35.8160 36.0058 
Peppers 34.2700 29.2346 22.3442 14.5351 39.2185 40.1281 

 

Table 2. PSNR for Different Fractional Order ‘ a ’ 

 

Images 

                                          PSNR (in dB) for different fractional order   ‘ a ’ 

0a   0.1a   0.2a   0.3a   0.4a   0.5a   0.6a   0.7a   0.8a   0.9a   1a   

Lena 
29.1933 30.1466 31.1514 31.4880 32.2296 32.3354 33.0649 32.7057 32.0428 31.5458 30.7834 

Barbara 
38.7292 40.1331 41.0359 41.5319 42.3117 42.3629 42.9752 40.9277 38.9353 37.2686 34.4562 

WSEAS TRANSACTIONS on SYSTEMS and CONTROL 
DOI: 10.37394/23203.2022.17.3 Vivek Arya

E-ISSN: 2224-2856 29 Volume 17, 2022



Baboon 
32.1813 33.0001 34.0066 34.3771 35.1626 35.2664 36.0058 35.5677 34.8094 34.0582 32.2599 

Peppers 
34.0638 34.4808 35.5316 36.0736 36.9614 37.2041 38.1281 40.1281 37.7744 36.5518 33.8705 

     
Table 3. Compression ratio for various images 

                            

 

 
 
 
 
 
 
 
 
 
 
Fig. 6: Graph Showing the Compression Ratio of 
 C.S. Rawat [15] and Proposed Technique 
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Images 

 Compression Ratio 

C.S. Rawat 

[15] 

Proposed 

Method 

Lena 11.1544 22.5113 

Barbara 7.1266 22.4991 

Baboon 4.5253 19.0918 

Peppers 10.8559 16.0767 
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(c) For Baboon                                         (d) For Peppers 

Fig. 7: Different values of PSNR with varying fractional order ‘ a ’ =0.1 to 0.9 for (a) Lena, (b) Barbara, (c) Baboon 
and (d) Peppers 

 

4 Conclusion 
An efficient and novel technique for image 
compression in fractional domain has been proposed. 
The proposed technique efficiently and effectively 
compressed the images and optimum fractional order 
‘ a ’ is computed using DFrCT. By working on blocks 
many existing techniques produces blocking artifacts  
but  in this technique operation are not on non-
overlapped blocks or subimages.  Therefore, 
blocking artifacts were repudiated by working on the 
entire image not by small blocks and this is the 
novelty of proposed technique. This proposed image 
compression model worked with single block (of size 
256x256) which decreases the execution time.  From 
the experimental and simulation results, it can be 
conclude that the proposed algorithm is robust and 
effective for compressing different type of images 
and provided very good compression and PSNR. The 
future scope will be the application of other 
fractional transform for image compression. 
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