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ABSTRACT 

The interest towards music is rapidly growing in our day to 

day life. It is necessary to have efficient system to retrieve 

relevant music for the user. The audio retrieval system mainly 

depends on the feature extraction process because only the 

meaningful feature will provide better retrieval task. In this 

work, audio information retrieval has been performed on 

GTZAN datasets using weighted Mel-Frequency Cepstral 

Coefficients (WMFCC) feature which is a kind of cepstral 

feature. The results obtained for the various stages of feature 

extraction WMFCC and retrieval performance plot has been 

presented. The mean precision values obtained for the audio 

files from the GTZAN database are 96.40% respectively. 
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1. INTRODUCTION 
Audio information plays a major role in many multimedia 

applications. Nowadays, there is a lot of research going on 

towards audio retrieval and its application such as music 

similarity retrieval, artist identification, musical genre, or 

instrument recognition [1]. Audio information retrieval 

involves retrieval of similar pieces of music, instruments, 

artists, musical genres, and the analysis of musical structures 

[2].  The extraction of pitch, attack, and duration and signal 

source of each sound in a music piece are all related to music 

transcription. Retrieval of natural sounds other than speech 

and music are nothing but Environmental sound retrieval. 

New devices have been developed to hold the large 

collections of music piece. As a result an efficient search 

engine is required to pick the music of user’s choice [3]. In 

order to accomplish the task of searching the relevant music in 

efficient way, the entire system depends on the ability to 

retrieve audio files based on their content. An efficient 

method especially computerized method is required in order 

to access the large collection of music and moreover to 

retrieve relevant audio data from the large collection of music, 

an efficient and automated content-based retrieval system is 

needed. The major task in audio retrieval system is feature 

extraction process. The feature extraction process involves 

extracting audio features from audio data which will give 

meaningful information about the audio data. The feature 

which was selected for audio retrieval process will able to 

discriminate among various sounds. In this paper, Weighted 

Mel Frequency cepstral Co-efficient (WMFCC) feature has 

been used for audio retrieval process. The different stage of 

feature extraction process of WMFCC and its corresponding 

outputs has been explained in the next sections. 

2. RELATED WORK 
In this section, the different feature extraction methods used 

for audio retrieval process have been discussed. In [4], audio 

tag annotation task which has been performed on CAL500 

and CAL10k corpora has based on Dirichlet mixture model 

(DMM) approach and this method uses Mel frequency 

cepstral coefficient (MFCC) for the retrieval task.  In [5], with 

the help of Distance-from-Boundary (DFB) and Support 

vector machine (SVM), audio retrieval and classification task 

which use Mel cepstral feature had been performed on a 

database which consists of 409 sounds of 16 classes. A new 

approach for automatically annotate and retrieve audio files 

with the help of MFCC features has been proposed in [6]. The 

first step in this process involves segmenting audio clips into 

frames and for each frames, ensemble classifier is used to 

train each tag.  The above mentioned task has been performed 

on audio database which contains 2,473 clips and the duration 

of each clip is 10 seconds or less. The efficient modeling of 

timbre feature for each individual instrument for music 

analysis and retrieval purpose is one of challenging task of 

most of the researchers. The modeling of timbre feature which 

has been done in [7] uses the Gaussian distributions over a 

space of Cepstral coefficients. The timbre model will give a 

lot of information which can be used to discriminate among 

various songs. An effective algorithm proposed in [8] for 

automatic classification of audio files based on  MFCC, linear 

predictive coefficient (LPC) features uses support vector 

machine along with radial basis neural network in order to 

classify the audio file. This method provides better result for 

classification. The audio classification based on timbral 

feature which has been proposed in [9] makes use of Gaussian 

mixture model and clustering approach. A General Audio 

Data (GAD) classification based on Mel Frequency Cepstral 

Coefficient (MFCC) and linear prediction coefficient (LPC) 

has been performed in [10]. With the addition of 

segmentation-pooling scheme noise occur at boundary of 

audio segments during classification has been reduced. The 

emotion recognition based on the formant frequencies 

obtained from linear predictive filters has been proposed in 

[11]. This process was performed on corpus FAU abio and it 

makes use of MFCC feature and it shows significant result for 

emotion recognition. From the above discussion, it was clear 

that Mel Frequency Cepstral Coefficient (MFCC) provides 

better retrieval task. In this paper Weighted MFCC feature 

which is an extended form of MFCC has been used for audio 

retrieval tasks. Its extraction procedure has explained in the 

further sections.   

3. METHODOLOGY 

3.1 Content based Audio Retrieval 
In the Content-based audio retrieval (CBAR) system the query 

audio feature is compared with the audio database feature in 

order retrieve the specific audio data. The first stage in this 

process involves extracting feature from the audio files. The 

features extracted from each audio file from the database are 

stored separately as feature database. When the query audio 

file has given, the feature has extracted from the query audio 

file and compares this feature with the features which was 

already extracted from the audio database.  
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Fig. 1.  Block diagram of content-based audio retrieval 

When any audio features matches with the query feature, the 

audio file corresponding to that feature has been extracted. In 

this paper the feature which is extracted from audio file is 

weighted MFCC feature. This feature has been used for audio 

retrieval task. The similarity measurement used for comparing 

the audio feature is Euclidean distance which is the simplest 

and efficient way to compare the audio features. 

3.2 Weighted Mel Frequency Cepstral    

Coefficient  
Mel Frequency Cepstral Coefficients (MFCCs) which is 

traditional feature used for audio retrieval process constitutes 

Mel Frequency Cepstrum (MFC) which is used for the 

representation of audio signal [12]. The frequency is equally 

spaced on Mel scale compared with frequency bands in the 

normal cepstrum in MFC. In WMFCC feature the critical 

band energies are mapped onto the spectral weights to obtain 

weighted MFCC feature.  

3.3 WMFCC Feature Extraction Process 
The feature extraction process of WMFCC feature involves 

the mapping of spectral weights produced from LSF feature 

extraction process to the critical band energies which is 

produced from the early stages of MFCC feature extraction. In 

MFCC feature extraction process the first stage involves 

passing the audio signal x (n) shown in Fig.2 to the pre 

emphasis stage where the high frequency components can be 

preserved with the help of high pass filter.  

 

Fig. 2.  Original signal 

The high frequency components mostly get suppressed during 

the sound production mechanism of humans and the output of 

this stage will be pre-emphasized signal shown in Fig. 4 has 

been obtained [14].                                                                                                                                                                                     

                      12  nxanxnx           1  

Where x2 (n) is the output signal and the value of a is usually 

between 0.9 and 1.0. The z- transform of the filter is given by 

[15], 

1*1)(  zazH
          

 2  

Next step involves breaking of audio signals into frames of 

20~30 ms with an optional overlap of 1/3~1/2 of the frame 

size [15]. Then windowing stage involves product of each 

frame with the hamming window so that discontinuity near 

the boundary of audio segments can be reduced.  

 

Fig. 3.  Pre-emphasis signal 
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Fig. 4.  Steps involved in MFCC feature extraction Process 

If x (n) and w (n) are the input signal and windowing function 

respectively. Then the resulting signal is given by x (n)*w (n), 

and the hamming window function is given by [16],  

   ,
1

2cos46.054.0



L

nnw  10  Ln

    

 3  

Since it is difficult to identify the variation in the audio 

segments in spatial domain, the Fourier transform has been 

used to find spectral components of the audio segments which 

will provide better variation among the audio segments. The 

spectral component for each frame is shown in Fig. 5. 

 

Fig. 5.  Transformed signal 

 

Mel filter bank, which make use of triangular band pass filter 

has been used in order to generate critical band energies.  

These critical band energies can be obtained by multiplying 

the magnitude frequency response of each frame with the 

band pass filter on Mel scale. The Mel scale filter and the 

critical band energies are shown in Fig. 6 and Fig. 7. The 

main advantage of using the triangular band pass filter is that 

it can reduce feature size and smoothen the magnitude 

spectrum so that harmonics gets flattened. 

 

Fig. 6. Mel frequency curve 

 The relation between the Mel frequency scale and linear 

frequency scale is given by the following equation [17], 
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Fig. 7. Critical band Energy 
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Next step is to map the critical band energies with the spectral 

weights. The spectral weights can be obtained using line 

spectral frequency (LSF) extraction process. Line spectral 

frequency can be represented with the help of linear 

prediction (LP) filter which involves linear time invariant all 

pole filter of the form H (z).The LP filter can be represented 

as 

)()(
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1
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
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 5  

P (z) and Q (z) are polynomials which have p/2 zeros on the 

unit circle. The p zeros of the polynomials represents LSF 

feature. As the neighboring LSF features are close to each 

other, it can be reduced to their mean value using inverse 

harmonic mean.  

The Inverse Harmonic Mean function (IHM) wi is defined by  
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Where fL
i represents line spectral frequency for pth order filter. 

The linear interpolation of IHM weights can be defined by 
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Where NB is the number of critical bands. The normalization 

of Vj value will give the spectral weights which is shown in 

Fig.8.   

 

Fig. 8. Spectral weights 

After the spectral weights has found out, it has to be mapped 

with the critical band energies. Then the mapped feature has 

to be compressed using logarithmic function and then discrete 

cosine transform has been applied in order to de-correlate the 

spectral feature. The formula for calculating WMFCC is given 

by [11], 
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Where N is the number of WMFCC feature extracted.  The 

obtained WMFCC can be further extended to first and second 

order derivatives. More detailed information about audio 

segments can be obtained using the derivative of the 

WMFCC. 

3.4 Similarity Measurement  
After the feature has been extracted from the audio files, the 

next step involves comparison of the query audio file with the 

database audio files. This comparison is used to find the 

relevant audio file.  The most commonly used comparison 

method is Euclidean distance method which is used to 

compare the two data and produce the distance. If the distance 

is of larger value then the query audio file is not similar to the 

database audio file. If the distance is of smaller value then the 

query audio file is closer to the database audio file. Suppose 

the distance value is zero then the query audio file is exactly 

matching with the database audio file. The Euclidean distance 

is defined as the root of the sum of the squared difference 

between the pairs of feature vector elements. Let x and y be 

the two vectors. Then the Euclidean distance between two 

vectors is given by the formula [17], 
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3.5  Performance measure   

The performance of content based audio retrieval system has 

to be evaluated. This will provide the consistency and 

efficiency of the system. Most common evaluation method 

used for audio retrieval task is precision and recall [18]. The 

precision value can be defined as the ratio of number of 

relevant audio to number of retrieved audio and   the recall is 

defined as the number of relevant audio selected to the total 

number of relevant audio. Precision and recall graphs are 

mainly used to measure audio retrieval ability. 

          
                         

                         
             (10) 

                                                                               

        
                         

                               
                  (11) 

4. Results and Discussion 

The audio retrieval task has been performed with the help of 

MATLAB software and the database used for the audio 

retrieval task is GTZAN dataset. It consists of 1000 songs 

which can be classified into ten genres. The ten genres are  

blues (blu), Classical (clas), country (con), disco (dis), Hip-

hop (hip), jazz (jaz), metal (met), pop, reggae (reg), and rock 

(rok). The datasets have 100 songs per genre all of which are 

single-channel and sampled at 22.05 kHz [18]. The entire 

database has been used and WMFCC feature has been 

extracted from each audio file from the GTZAN datasets and 

stored it separately as feature database. From query audio file 

WMFCC feature has been extracted and stored it as feature 

vector. Both the feature vector and the feature database files 

are compared and the similar features are found. Then the 

corresponding audio file has been retrieved. Results are 

obtained for different stages of WMFCC feature extraction 
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process and the retrieval performance has been found out by 

considering query audio and thousand audio file from 

GTZAN database.  

 

Fig. 9. WMFCC feature 

In Fig. 9, the WMFCC extracted for a query audio has been 

shown. Top k-audio has selected (k=3, 5, 10) which indicates 

the number of relevant audio file being retrieved.  For each 

category the number of relevant audio which has been 

retrieved has calculated with the help of the mean precision 

value. The Queries taken for this evaluation consist of 100 

audio clips and also for each audio category, number of 

retrieved files has calculated using average recall value.  

The mean precision value for the entire audio category for 

top-k (k=3, 5, 10) audio files has been calculated and the 

results are shown in Fig.10. 

 

Fig. 10. Mean precision for top-K audio 

The average recall rate for all the given query audio files has 

been calculated and the results are shown in Fig.11 which 

indicate the recall rate gets better after certain number of 

relevant audio files.  

 

Fig. 11. Average recall rate 

From each audio category, one audio data file has selected as 

a query and for that query the precision rate has calculated by 

considering the entire database For the sample queries, the 

mean precision rate has obtained for top-3 relevant audio data 

retrieved is shown in Table I. The average precision rate is 

96.40%, which is an acceptable one.  

Table I Precision rate of Various Queries for Top-3 Audio 

Files 

Query Retrieved Audio Files for K = 3 Precision 

(in %) 

blu.00006 blu.00006 blu.00010 blu.00099 98 

clas.00011 clas.00001 clas.00093 blu.00068 93 

con.00001 con.00001 con.00005 con.00008 98 

dis.00005 dis.00005 dis.00017 dis.00073 97 

hip.00021 hip.00021 hip.00098 hip.00095 98 

jaz.00005 jaz.00005 jaz.00016 jaz.00026 98 

met.00004 met.00004 met.00007 met.00006 93 

pop.00001 pop.00001 pop.00052 pop.00074 98 

reg.00004 reg.00004 reg.00017 reg.00056 98 

rok.00006 rok.00006 rok.00048 rok.00034 93 

Average 96.4 

5. CONCLUSION AND FUTURE WORK  
In this work, the importance of audio retrieval system has 

been described. The feature extraction which is one of the 

important tasks in audio retrieval system has also been 

reported. Based on the literature survey the significance of 

feature extraction process has been addressed and it has been 

found out that only the sufficient feature will make audio 

retrieval task more effective and it has been concluded that 

MFCC feature provides relevant information for audio 

retrieval. Among the variants of MFCC feature, WMFCC 

feature which is a cepstral feature provides meaningful 

information about audio file. The results for the various stages 

of WMFCC feature extractions have been obtained. With the 

help of WMFCC feature, audio retrieval task has been 

performed on the GTZAN database. The mean precision rate 

of about 96.40% and better recall performance has been 

obtained. In the future, the other audio features which will 

give meaningful information about audio signal are being 

taken and their feature extraction techniques will be analyzed. 
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