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ABSTRACT

The proposed method deals with the detection of brain tumor in
the CT scan brain images. The preprocessing technique applied
on the images eliminates the inconsistent data from the CT scan
brain images. Then feature extraction process is applied to
extract the features from the brain images. A Novel Fuzzy
Association Rule Mining (NFARM) applied on the image
transaction database which contains the features that are
extracted from the CT scan brain images. A new test image has
been tested with the mined (NFARM) rules. The proposed
NFARM gives the diagnosis keywords to physicians for making
a better diagnosis system. The experimental results of the
proposed method gives better performance compared to the
traditional Fuzzy Apriori algorithm.

Categories and Subject Descriptors
MATLAB 7.0, Feature extraction, Pixel Intensity, Gray Level,
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General Terms

Progressive Water Immersion Algorithm, Fuzzy Partitioning
Algorithm, Performance, Efficiency, Support, Rules and
Formula

Keywords

Novel Fuzzy Association Rule Mining (NFARM), classification,
Pre processing, Feature Extraction, medical imaging, image
mining, data mining

1. INTRODUCTION

Brain tumor is one of the most common cause of cancer related
deaths amongst the human being in the world and also the most
frequently diagnosed form of cancer. Detecting brain tumor in it
earliest stage is the key for its successful treatment.

For this earliest detection, a diagnosis method called the CT-
Scan (Computerized Tomography Scan) is used. CT scan of
brain images is one of the most popular, cost effective and
relatively accurate method of early detection of the disease [1].
Any visual sign of abnormalities are carefully searched by the
neuroradiologist from each image of CT scan. However the
abnormalities are some time not prominent and often embedded
because of the varying densities of cancer tissue structure. But
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during the routine screening, estimates indicate that between 10
and 30% of tumor cells are missed by the radiologist. Thus a
variety of computer aided diagnosis (CAD) has been proposed to
increase the efficiency and effectiveness of screening
procedures[2]. The CAD system assists the physicians, as a
“second option” by indicating the location of suspicious
abnormalities in CT scan brain images.

The proposed method (NFARM) classifies the brain CT images
into three categories: Normal, Benign and Malignant. Normal
images characterizes the healthy patient, Begnin images
represent a cancerous cells but not actually a tumor, and the third
is Malignant images which are the actual form of tumor cells in
patients.

Fuzzy Association Rule uses fuzzy logic to convert numerical
attributes to fuzzy attributes thus maintaining the integrity of the
information conveyed by such numerical attributes [3][4][5][11].
The popular fuzzy association rule mining algorithms that are
available today are fuzzy apriori and its different variations [10].
Fuzzy apriori algorithm has been well supported for the
numerical analysis[9], but where as in medical image
classifications [18] it is less efficient.

The proposed method based on Novel Fuzzy Association Rule
Mining helps in diagnosing the knowledge pattern from the
medical images of CT scan image database. This proposed
method has the advantage of selecting only the most relevant
features to be used during the mining process [6][7]. Moreover
this approach is optimized because it performs two operations in
a single step that is feature selection and discretization [8]. This
makes the mining algorithm faster, and also improves the
classification accuracy. The overall view of the proposed system
is given in the figure 1.1.

The proposed system consists of, two phases they are: 1.
Training Phase and 2. Testing Phase. In the training phase the
images from the CT scan are pre processed and regions of
interest are found. This ROI contains the objects holding their
corresponding attributes are stored in the transactional database
and NFARM is applied to mine the table of rules. In the testing
phase the same process is repeated to find the rules, then the
comparison is made to detect the brain tumor is diagnosed.
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Figure 1.1 overview of the proposed system

In this paper, section 2 gives the related works, section 3
describes about the System description which includes pre
processing and feature extraction techniques, section 4. Section
deals about the Novel Fuzzy Association Rule and Fuzzy
Measures, Section 5. Represents experimental results Section 6.
Describes the conclusion and the last Section 7. Describes with
the references.

2. RELATED WORKS

In paper [19] The concepts of data mining is described which
includes the different types of basic algorithms used for mining
all explained briefly. It also includes the most popularly used
Association rule mining algorithm called Apriori algorithm and
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its basics. In paper [6] Association rule mining and efficiency in
large database has been employed. In paper[20] the basic
concepts of digital image processing applied in the field of
Image mining and also the feature extraction techniques like
gray level and histogram equalization are given. The details of
regions of interest and also the algorithm used like watershed
and Water immersion algorithm are given in detail. Most of the
immersion algorithm are given in detail. Most of the fuzzy ARM
work are directed towards theoretical aspects of finding , both
positive and negative ones.[4]][5]. Fuzzy Apriori, the defacto
algorithm used for fuzzy association rule mining is used in
[7][11][12]. In order to crate fuzzy partitions from datasets,
points that are belonging to different clusters are given in [10]. A
Multimedia data mining system prototype multimedia miner
[13][14] uses a data cube structure for mining characteristic,
association and classification rules. Discovering association
rules algorithm based on image content from a simple image
dataset is presented. Research in image mining can be broadly
classified into two main directions [17]. The first direction
involves domain-specific applications.

3. SYSTEM DESCRIPTION

The proposed system consists of training phase and testing
phase. In both the phases the pre processing and feature
extraction techniques have been followed. They are detailed in
the following subsections.

3.1 Pre-processing

Pre processing mines the actual data by eliminating the noise,
inconsistent and incomplete data. It significantly improves the
effectiveness of the mining technique[16]. As the CT-scan brain
images appears for bright and for dark at different illumination
conditions, the images are difficult to interpret, pre-processing
is necessary to improve the quality of images and makes the
feature extraction technique more reliable.

There are two reasons for using the CT scan brain images,

e The Scanner images contain anatomical information
which offers the possibility to plan the direction and
the entry points of the radiotherapy rays which have to
target the cancerous cells and to avoid some risk
organs.

e By using rays the CT Scan images obtained, all the
same as the physical principle as radiotherapy. Since
the radiotherapy rays intensity can be computed from
the scanner images , the above said two reasons are
very important
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Figure 3.1 The original gray scaled brain image produced
by CT scan

Figure 3.1 describes the original image produced by the CT
scan. Use of Water immersion algorithm is a powerful technique
for ROI detection works by grouping pixels with similar
gradient information. But wusing this technique over -
segmentation of the trivial regions can be produced by digitizing
the medical images. Instead, in this paper a progressive water
immersion technique with domain knowledge guidance is used.
This technique will detect the regions of interest (ROI) in
medical images. A mining information table cab be formed by
combining the ROI with the location, Size and other descriptors.

In the progressive water immersion algorithm the local optimal
points in the images are located using the sliding window
concept. This method will use a N X N to locate the local
optimal points. The center of the window can be placed over
each pixel in patches for each segmented patches. The central
pixel inside the window will become local optimum when the
gray level of the central pixel is optimal with respect to all other
pixels in the window. Otherwise, in search for all local optimal
points, the window will move to be centered at another pixel.
Hence all the optimal points are matched at the end of this phase
and they will be treated as the starting seeds for this technique.
The main advantage of using the sliding window menthod is that
it is possible to eliminate a large amount of optimal points that
correspond to the light & dark reflection regions with the
appropriate window size and hence ti removes the possibility of
false detection.

This is because the light and dark reflection patches are
generally lower and higher than that of potential ROI
corresponding to the gray level. The distance between the
optimal points in the patches and the nearest optimal points of
the neighboring ROI are generally less than that between two
touching ROI is defined. The window size can be set in such a
way that these false optimal points are “absorbed” by the
neighboring ROI optimal points while the true optimal points are
not affected.

The water immersion process starts from the detected points and
progressively floods its neighboring pixels, that have identified
the true optimal points. There are 8 directions defined for the
neighboring pixels. These neighbors are placed in a growing
queue structure and are sorted in descending order of the gray
level of the pixels. In the growing queue the lowest and highest
pixel will be “immersed" first. And respectively all the other
gray pixels are immersed. But the immersed pixels are marked
as belonging to the same region label as the current seed.
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Figure 3.2. Darker and lighter reflection patches of
potential ROI

Figure 3.2 illustrates the light and darker reflection patches.
Then from the growing queue the matched pixels are removed.
The immersion process continues until the growing queue is
empty. The simple application of water immersion technique has
the tendency of over flooding, To over come this problem, some
rules are given here

Rule 3.1.1. We partition all pixels in pixel set P into m blocks.
Pixels in the same block have the same gray level and pixels in
the different blocks have the different gray level. Let G(P)={gl,
g2, ..., gm} be P’s gray-scale (GS) set if G(P) is an ascending
sort set of g1, g2’°, ..., gm’ and gi’ is gray level of pixels in the
ith block, where gi (i=1,...,m) is the ith GS, g1’ and gm’ are P’s
minimum and maximum GS respectively. The GS of pixel pi is
denoted as g(pi).

Rule 3.1.2. We call gmean(P) the mean GS if
IP|
gmean(P)= Zg(pi)/|P|.

i=1

Rule 3.1.3. For any P and distance function DisA=|gk -
gmean(P)|, mid-value GS is a middle value in the GS set that
minimizes DisA. Mid-value GS set is a set of mid-value GS.

Rule 3.1.4. For any P, if (1) Mid-value GS set includes one
element gmid, and gs is the minimum value between gmean and
gmid; (2) Mid GS set includes two elements, gs is the minimum
value between these two values; gs is called Benchmark GS and
another one is denoted as gs’.

Rule 3.1.5. For pixel set P, let

gP={gi | gl< gi <gl+|gl-gs|/2} be low bound GS; gM={gi | gm-
lgm- gs’|/2<gi<gm} be high bound GS;

g®=g(1) U g(h) be bound GS;

The progressive water immersion ignores all those pixels whose
gray level doesn’t belong to the bound GS.

Bound GS is defined with guidance of domain knowledge that
describes the degree of dark and light. Figure 3.3 describes the
optimality of point. So the optimality of point in a certain region
is defined as follows,
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maximal grey level, if point belongs to high bound pixel set;
Optimality=

minimal grey level, if point belongs to low bound pixel set;

Figure 3.3. Optimal point in certain region

3.2 Feature Extraction

In medical image diagnosis, the earliest phase of a CAD system
demands to extract the main image features regarding a specific
criterion [21]. Essentially the most representative feature vary
according to the image type (brain, mammograms or lung). By
applying progressive water immersion algorithm, the images are
segmented into objects [15]. Let IM = { IM; IM,_ ...... IMy } be
a image set, after applying the algorithm, each image IM; will
contain k objects Rj;  Rj,, ..... Rjx For different images, the
value of K may not be same.Let M be the total number of
objects in IM , then the object set can be denoted as R = { Ry R,
AAAAAAAAAA Ry} Figure 3.4 describes the segmented images into
objects.

Figure 3.4. segmented image into objects

The relevant information for feature mining has to be extracted
from object R; The distribution of density in the left
hemisphere of the brain is almost identical with the right that is
for normal persons the brain structure is nearly the same that is
evident to be bilateral symmetry.

The different discriminative power to cluster object into
different groups are provided here,

e  Gray level of the object of interest
e  Area of the object of interest

e  Location of the object of interest
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e Elongation of the object of interest
e Direction of the object of interest

e  Symmetry of the object of interest

The objects that are extracted from brain images, with the above
method is either brightness or darkness. Let the gray level is
represented as GL. The value of brightness and darkness are
equal to 0 and 1 respectively. The second feature is useful to
relate the size of the region in the form of the area of the
region.The area of ROI is defined as the total number of
pixels within the region, up to and including the boundary
pixels. The location of an object of interest is defined as a
ratio. The formula given below are used to compute the co-
ordinates of the centroid of the object,

k

1
k55

F=—Yx  y=

k
>y (1)
J=1

| =

k is the number of the pixels of the object and the location is ( x
/K,y /lyD-

The fourth feature is the elongation of an object which is defined
as the ratio of the width of the minor axis to the length of the
major axis. This ratio is computed as the minor axis width
distance divided by the major axis length distance, giving a
value between 0 and 1.

. . minor axis width distance
Elongation of an object =

major axis length distance

If the ratio is equal to 1, the object is roughly a square or is
circular in shape. As the ratio decreases from 1, the object
becomes more elongated. Major axis is the longest line that can
be drawn through the object. The two end points of the major
axis are found by selecting the pairs of boundary pixels with the
maximum distance between them. This maximum distance is
also known as the major axis length. Similarly, the minor axis is
defined as the line that it is perpendicular with respect to the
major axis and the length between the two end points of the line
intersected with the object is the longest which is called the
width of the minor axis. The ratio, elongation, is a measure of
the degree of elongation of an object.

elongation = len o / 1eN o, 2)

where, lenmajor is the major axis length of the object and
lenminor is the minor axis length of the object. We establish a
common co-ordinate with brain midline as y and perpendicular
line going through the midpoint of midline as x. With the major
axis of the object, we define the next feature, direction of the
object, as the inclination 0 of the major axis and x positive
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direction and 6 € [0,180]. Figure 3.5 illustrates the location and
size of the segmented image. Before introducing the final
feature, we will give some following rules.

Objects count: 33

Paosttion: (3. 0], Size: 1x 1
Position: (5, 0), Size: 3x 2
Pasition: {0, 0}, Size: 115x 126
Posttion: {23, 13), Size: 7Hx 33
Position: (7, 15). Size: 2x 3
Position: (63, 31), Size: 1= 1
Position: (29, 32), Size: 2x 2
Position: (83, 35), Size: 2x 1
Paostion: (89, 48), Size: Z2x 1
Position: (48, 43), Size: Tx 1
Pasition: {37, 54), Size: 3x 1
Position: {24, 56), Size: 1x 1
Position: (57, 58}, Size: 1x 2
Position: {75, 58), Size: 1x 1
Posttion: (80, 53), Size: Tx 1
Position: {58, 61), Size: 1x 1
Paosttion: (87, 62}, Size: Tx 1
Posttion: (58, 64), Size: 1x 1
Pasition: {87, 65), Size: 3x 3
Posttion: {Z2, B6), Size: 14x 25
Position: (28, 68}, Size: 21x 21
Position: (78, 68), Size: 1x 1
Posttion: (87, 73), Size: Tx 1
Position: (8%, 73), Size: 2x 1
Paosttion: (87, 81), Size: 4x 5
Posttion: (56, 87), Size: 1x 1
Position: {86, 83), Size: 1x 1
Position: {87, 55), Size: 1x 1
Position: (&0, 100), Size: 2x 2
Position: (54, 101}, Size: 2x 1
Posttion: {73, 103), Size: 2x 2
Position: (&3, 104), Size: 1x 1
Paosttion: (47, 105), Size: 1x 1

Figure 3.5. Location and Size of segmented portions

Rule 3.2.1. Pixel set of IMp is defined as P={pilpi is the pixel
with coordinate (xi, yi) in the image IMp}, P(L) and P(R) are
pixel set of IMp(L) and IMp(R) respectively.

Rule 3.2.2. For any pli€ P(L), prj € P(R), they are symmetric
pixel if the line between pli and prj is halved vertically by brain
midline. They are denoted as pli and pri below.

Rule 3.2.3. Ag(P) is IMp’s difference set if for any symmetrical
pixel pli and pri, Ag(P)={ Agi|Agi=g(pli)-g(pri),

i=1,2,...,]p|/2 }, where g(pli) and g(pri) are gray level of these
two pixels respectively. Now we define the sixth feature as
following.

After the above process, all the ROIs that are detected can be
called as objects. Next, images with many different objects are
represented by transactions, but there exist relationship among
these objects and identical objects (either bright or dark) can
repeat in an image. Therefore, we use a table to describe these
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transactions. In table 3.1, Part I and Part II is image id and object
id respectively. Part III is the attribute set of object, for example,
gray level, location, etc., and Part IV is the relationship predicate
set, for instance, next-to, inside and predicate related to domain.
Part V is the attribute set of image.

Table 3.1. Images are modeled by transactions

Part I Part I Part 11T Part IV Part V

lmage Obj ect Oattrl RP1 Iattrl
id id

M 1 (6] 1 Oattriv Oz lattrl

IM] O]

IM] O]

IMZ 02

IMZ 02

M, O,

4. NOVEL FUZZY ASSOCIATION RULES
AND FUZZY MEASURES

At the time of novel fuzzy ARM process, a number of fuzzy
partition is defined on the image domain of each attribute [12].
Figure 4.1 describes about the fuzzy partition on image domain
with different attribute values. As a result the extended attribute
value is in the interval [0,1] is transformed from the original
datasets is the transactional database for forming the NFARM
rules. In order to process this dataset, new measures are used in
terms of t-norms. The generation of NFARM is directly
impacted by the fuzzy measures.

1

0.8}

0.6f

0.4f

0.2

OCI 02 04 0.6 0.8 1

Figure 4.1 Fuzzy partitions on image domain of different
attribute values

4.1 Fuzzy Partitioning Algorithm

Dataset D= { x;, X5, ..... X, } where X;, X5, ..... X, are
different records set of quantitative attributes QA = { q; . q»,
..... q; } set of fuzzy partitions FP = { FP; , FP, ......... FPg }-

Set of fuzzy partitions of quantitative attributes q,, applied on
the image set.

Given a dataset D which has both object and their corresponding
attributes. Each attribute and the values for it are singled out. A
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fuzzy partition is obtained by using the ROI containing its
corresponding attribute, with each value being uniquely
identified by membership function u in these fuzzy partitions.

Algorithm for fuzzy partition generation

1. read fuzziness parameter m

2. for each q, ¢ QA (p=1,2,,....,1)

3. FPp = apply_ROI (q,)

4. for each partitiont FPi

5. label t appropriately

6. function apply ROI(q)

7. read k (number of ROI)

8. until max{ \pij(k“)— pij(k)| }< o

9.foreachx; e D(i=1,2,...,N)

10. foreachROI j(j =1, 2,...,C)

11. calculate p;;

12. FP = set of fuzzy partitions after completion
of above iteration

13. return FP

This process is repeated for each attribute till fuzzy partitions for
each one of them is obtained. The NFARM measures for
defining t-norm and cardinality of fuzzy set in finite universe D
is given by the following equation (1) and (2) [4], [5],[7]. Table
4.2 explains about the t-norms of fuzzy sets. Fuzzy sets A and B
in D are mapped as D > [0,1] with A(x) and B(x) being the
degrees to which attributes A and B are present in a transaction
dataset x respectively.

A NT B(x) = T(A(x), B(x)) (1)
| A|=Zxep) A(X) (2)
supp(A = B)=Zxcp)(ANB)(x)/[X] 3)

conf(A = B)=2 . py(ANTB)(x)/Z(x ED)A(x) (4)

Table 4.2. t-norms in fuzzy sets

t-norm
Tw(x, y) = min(x, y)
Tr(x, y) = xy
Tw(x, y) =max(x +y—1, 0)

4.2 Fuzzy Association Rule Generation

The algorithm used in this paper consists of partition approach to
generate novel fuzzy association rules. Depending on the ROI
values, objects are partitioned with their respective attribute

©2010 International Journal of Computer Applications (0975 - 8887)

Volume I — No. 20

value. From these partitioned values ones which are frequent
over the whole dataset E are made output. Then for each
remaining attribute value, identify the constituent singletons S;
Sy, nes S and then obtain the tid list of it td[it] by intersecting
the tid lists of all the constituent singletons. Additionally , the
count of each singleton it is updated in count [it]( fig lines 6-
10). Thus, an alternate between outputting and deleting
itemsets, and creating tid lists for itemsets until no more itemsets
are left. Thus, the algorithm terminates. ( figs lines 1-12)

Pseudo-Code for forming NFARM Rules
1) traverse each partition P
2) for each itemset if to P in 1% phase

3) if it is frequent(based on count[if]) over the whole
database E

4) output(it)
5) remove it
6) for each remaining itemset it

7) identify constituent singletons s,s,,....,S, of it V it =s;
M S2....N Sm

8) tidlist td[if] = intersect tidlists of all constituent
singletons

9) calculate g for it using td[i x t]
10) count[if] += u

11) if no itemsets remain to be enumerated
12) exit

5. EXPERIMENTAL RESULTS

In the test phase the new test image that has to be diagnosed is
taken and also the techniques that are applied in the training
phase like pre-processing and feature extraction are also applied
in the new test image. From the extracted value the rules are
mined and it is compared with the classified rules obtained in the
training phase. The Rules that are generated in the training phase
are stored in the transactional database, that contains the objects
with their corresponding attribute values which are generated
from the novel fuzzy association rule mining approach.
Depending on the frequency of the itemset they are classified
into normal, benign and malignant cells. Figure 5.1 represents
the classified tumor cell.

=

[ e Cancerous
N W 3> cell affected
region

Figure 5.1 Features extracted from the segmented
object holding tumor cell
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The objects attribute value in each ROI differs in its pixel value.
The most frequent pixel values represent the normal tissues and
the pixels which are singled out contains another two different
pixel values. The performance metric is the total execution time
needed for the mining operation handled by the proposed
algorithm. The execution time is 9-20 times faster than fuzzy
apriori depending on the support value used. More importantly,
for the itemset , there is a particular support value for which
optimal number of itemsets are generated. The support value for
the proposed system is less than the support value of fuzzy
apriori algorithm. The proposed algorithm performs most
efficiently and speedily at its optimal support value which
occurs in the range of 0.15-0.2 for the itemset. For the support
values , the number of classifications is as close to 1 as possible.
Figure 5.2 illustrates the efficiency of the proposed system with
respect to support and time value. The support value ranges from
0.075 to 0.4 in the x-axis and the time taken for the mining
process in microseconds in the y-axis. Hence the experimental
results shows that the NFARM algorithm takes less execution
time compared to the Fuzzy apriori algorithm.
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0075 01 015 02 025 03 035 04
Support

Figure 5.2 Illustrates the efficiency of NFARM compared
with Fuzzy Apriori Algorithm

6. CONCLUSION

In the proposed system, the CT scan brain images are taken and
the unwanted information that is inconsistent to the proposed
work is eliminated using the pre-processing technique. From the
pruned images the Regions of Interest are extracted and the
attribute values are derived for detected Regions of Interest
(ROI). The fuzzy partitioning algorithm is applied on the
attributes that are extracted from the ROI and on applying the
NFARM algorithm, to identify the cancerous cells. The results
derived from this technique provide better efficiency of the
proposed Novel Fuzzy Association Rule Mining algorithm
compared to the traditional Fuzzy Apriori algorithm. The
proposed method helps the physicians for making better decision
by providing the keywords and identifying the cancerous cells.
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