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ABSTRACT 

As the dependence of daily life is increasing on Internet 

technology, the attacks on the systems, servers are also 

rapidly increasing. The motives of attacks are to steal the 

confidential data from the systems or making the system 

unavailable to the authorised users. An effective approach is 

required to detect the intrusions to provide the defence to the 

Networks. First we applied the feature selection to reduce the 

dimensions of NSL-KDD data set. By feature reduction and 

machine learning approach we able to build Intrusion 

detection model to find attacks on system and improve the 

intrusion detection using the captured data. The intrusion 

detection accuracy of learning algorithms is also performed on 

the data set, without the level 21 attacks which is most easy to 

identify attacks, using learning algorithms and the success rate 

of proposed model is calculated over the attacks which are 

hard to detect.  

General Terms 

Detection accuracy, Pattern Recognition, Security and 

Machine learning. 

Keywords 
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1. INTRODUCTION 
With the increasing dependence of human over the Internet 

technology and worldwide web, it becomes challenging to 

secure the information and confidential data flowing over the 

network. The valuable information attracts more attackers and 

is always prone to maximum attacks over the network. 

Intrusion may occur due to system vulnerabilities or security 

breaches, such as system misconfiguration, user misuse, or 

program defects. So with the growing threat of attackers over 

the network the effective intrusion detection is needed to 

secure the information. In a big network system there are 

large number of servers and on-line services running in the 

system, while such network may lure more attackers. Efficient 

intrusion detection is needed as a defense of the network 

system [1]. 

2. DATA SET 
For performing the Intrusion Detection NSL-KDD [2] data set 

is used which consists of selected records of the complete 

KDD’99 [3] data set. In NSL-KDD [2] redundancy of the data 

in the original KDD’99 [3] data set is reduced, which makes 

the data more realistic for attack detection.  The datasets 

contain 41 features and 1 class labeled as normal data or 

anomaly on which evaluation is performed with a total of 24 

training attack types in the train set [8], with an additional 14 

types [8] in test data. This makes the detection more realistic, 

because now the model is also checked for the unknown 

attacks. 

In NSL-KDD [2] data set both train and test data is marked 

with numbers as 1 to 21 which represents the severity of the 

attacks. The attacks which are numbered as 21 is most easy to 

detect by the learning algorithms [8]and attacks which are 

marked as 1 are most difficult to identify, other falls in 

between. NSL-KDD [2] data set also contain a subset which 

does not include records with difficulty level of 21 out of 21. 

3. PREVIOUS RESEARCH 
The Lightweight Network Intrusion Detection System, LNID, 

is proposed system for intrusion detection. The filtering 

scheme proposed consists of two packet filters: Tcpdump 

Filter and LNID Filter. The former one processes initial 

packet filtering with tcpdump tool, extracting TCP packets 

towards Telnet servers of internal local area network [1]. In 

[4], the authors purpose Intrusion detection using several 

Decisions Trees and Decision Rules. The prediction accuracy 

of classifiers was evaluated using 10-fold cross validation, 

due to cross validation the obtained accuracy was only for the 

known attacks. Extended security for intrusion detection 

system using data cleaning in large database [5], this process 

works on matching policies in database with anomalous 

information. So it works well when the policy is matched, 

therefore technique is good for known attacks whose policies 

are already defined. Light weight agents for intrusion 

detection. This approach is designed and implemented for 

intrusion detection system (IDS) prototype based on mobile 

agents [6], but limited for only mobile agents. IP Flow-Based 

Intrusion Detection Intrusion detection [7], this approach find 

the attack contents by monitoring every packet. However, 

packet inspection cannot easily be performed at high-speeds. 

Mahbod Tavallaee, Ebrahim Bagheri, Wei Lu, and Ali A. 

Ghorbani [8], demonstrated the use of multiple machine 

learning algorithms on their proposed NSL-KDD [2] data set 

which was free from the redundant data which was in 

KDDCUP’99 [3]. They use separate training and test set 

which make the detection more accurate for unknown attacks.  

4. COMPARATIVE STUDY WITH 

PREVIOUS APPROACH 
Literature survey showed that, for the practical most of the 

researchers had used KDDCUP’99[3] data set which suffers 

from drawback of redundant data, which leads to the biasing 

in detection of attacks, towards the attacks that are more 

frequent in data set like DOS and PROBE attacks. Some 
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researchers had applied single algorithm to detect all the 

attack types or they had used cross validation on data set 

which is good only for the detection of already known attacks. 

The researchers that have used the NSL-KDD [2] data set 

with multiple machine algorithms did not try further any 

attribute selection measures to improve the accuracy.  This 

motivated us for our assumption that using NSL-KDD [2] 

data set with different training and test sets separately and 

attribute selection with different machine learning algorithms 

will yield good performance and high prediction for detection 

of attacks including unknown attacks as well. 

The detection accuracy is also checked for the attacks which 

are difficult to identify in the data set. For this the NSL-KDD 

[2] subset as a test set is used which does not include records 

with difficulty level of 21. This is a special data set which 

does not include the attacks which can be easily identified 

through learning algorithms. In our approach we use a same 

training set which contains all kind and difficulty level of 

attacks and two separate test sets one with all difficulty level 

of attacks and another in which attacks which can be easily 

detected are already removed that is having difficulty level of 

21. By using this special data set we can learn the behavior of 

our proposed model over the attacks which hard to detect.  

5. ATTRIBUTE SELECTION 

MEASURES 
For the attribute selection, different feature selection 

algorithms are used they find the contribution of the 41 

features in NSL-KDD [2] data set in intrusion detection. 

Feature selection reduces the features from the data set 

without affecting the effective indicators of system attacks.  

5.1 Information Gain Attribute Evaluation  
InfoGainAttributeEval evaluates the worth of an attribute  by 

measuring the information gain with respect to the 

class [9]. 

Info (G) = - 𝑝𝑚
𝑖=1 ilog2(𝑝𝑖) 

Here Information gain G is calculated by calculating the 

probality of occurrence of class over total classes in data set. 

5.2 Gain Ratio Attribute  
It uses an extension to the information gain uses the gain ratio 

[9] 

Gain Ratio (A) = Gain (A)/Split Info (A) 

This value represents the potential information generated by 

splitting the training data set.  

5.3 Correlation Attribute Evaluation 
Correlation specifies dependence of feature on each other. It 

represents the linear relationship between the variables or 

features. 
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Here N is the number of tuples, 𝑎𝑖   and 𝑏𝑖  is the respective 

values of A and B in tuple i, A and B are the respective mean 

values of A and B, 𝜎A and 𝜎B are the respective standard 

deviations of A and B [9]. The value of rA,,B lies between -1 

and 1. If A and B are completely correlated, rA,B takes the 

value of 1 if A and B are inversely correlated then rA,B takes 

value of -1and  if A and B are totally independent then rA,B is 

zero. 

6. IMPLEMENTATION SETUP & 

METHODLOGY 
From feature selection and machine learning algorithms the 

results will be obtained through which we can identify and 

predict the machine learning techniques that helps to 

distinguish between alerts, attacks and normal data. Our 

purpose is to suggest a learning model to reduce the false 

alarms and improves detection of attacks.  

 

 

 

 

 

Fig1: Implementation setup model 

This test is also performed on the NSL-KDD [2] data set 

without the 21 level of difficulty to check the Intrusion 

detection accuracy on attacks which are difficult to indentify 

Feature Selection  

For the attribute selection, the different feature selection 

methods are: 

6.1.1 Information Gain Attribute Evaluation 

Algorithm 
Information Gain Attribute Evaluation, we process the NSL-

KDD [2] train set and retrieves the results. This algorithm use 

rankers method on features and evaluate the feature by 

ranking them from most important to least important. 
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Fig2: Information Gain Attribute Evaluation

 

6.1.2 Gain Ratio Attribute Evaluation Algorithm 
We use training data and apply Gain Ratio Attribute 

Evaluation algorithm on data, this algorithm use rankers 

method on features and evaluate the feature by ranking them. 

 

Information gain measure is biased towards tests with many 

outcomes. Gain Ratio prefers to select attributes having a 

large number of values. It uses an extension to the information 

gain. 

Fig.3 Gain Ratio Attribute Evaluation 

6.1.3 Correlation Attribute Evaluation Algorithm 

Correlation Attribute Evaluation, this algorithm rank the 

features in NSL-KDD [2] train set based on their correlation 

with each other, correlation specify dependence of feature on 

each other. 

Fig4: Correlation Attribute Evaluation 

6.1.4 Dimension Reduction 
From the three feature selection methods applied on NSL-

KDD [2] training data set (Fig 2,3 and 4), we come to find 

that feature number 9, 20 and 21(urgent,  

 

num_outbound_cmds and is_host_login) have no role in 

detection of any attack and further 15,17,19,32 and 40 

(su_attempted, num_file_creations, num_access_files,  

dst_host_count and dst_host_rerror_rate) have minimum role 

in detection of attack. 
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Based on this outcome these features are removed from the 

training and all the test data sets. 

6.2 Discriminative Machine learning 

Algorithms  
On the reduced data set we applied several discriminative 

machine learning algorithms, now training set are given to 

train the machine learning algorithms and test data set is given 

separately. Using separate train and test set give us advantage 

to check the accuracy of detection of attacks even on 

unknown attacks, because training set contain 24 attack types 

[8] and test set contain additional 14 attacks with previous 24 

attacks . This makes the detection more accurate, because now 

the model is also checked for the unknown attacks. 

6.2.1 NaïveBayes  

The NaiveBayes [10] classifier provides a approach, to 

represent and learn the probalistic knowledge [11]. 

6.2.2 J48 

Is a tree classifier in Weka Tool [12], it is a version of C4.5 

algorithm which was developed by Quinlan [13]. 

6.2.3 NB Tree  

NBTree [14] builds a naive Bayes classifier on each leaf node 

of the built decision tree, which just integrates the advantages 

of the decision tree classifiers and the Naive Bayes classifiers 

[15].  

6.2.4 Multilayer Perception   

It is a neural network classification algorithm [11].  

6.2.5 LibSVM   

Support Vector Machines are supervised learning models with 

algorithms that analyze the data and recognize the patterns. 

LIBSVM is integrated software for support vector 

classification, regression and distribution estimation. It 

supports multi-class classification [16]. 

6.2.6 SimpleCart    

Cart stands for classification and regression. Cart has the 

ability to generate the regression trees. It enables users to 

provide prior probability distribution [17]. 

7. RESULTS & PERFORMANCE 

COMPARISON 
Table1 is representing the results, without feature selection on 

NSL-KDD [2] data set with 41 features and 1 class of Labels. 

The result in terms of accuracy of detection for various 

learning algorithms from previous benchmarks is shown, 

except SimpleCart algorithm that is not used in previous 

benchmark paper. 

Table 1. Detection accuracy without feature selection** 

Indicates information not provided by the author in their 

respective paper. 

Classifier(Discrimitive 

Machine Learning 

Algorithms) 

 

Detection 

Accuracy (%) 

Incorrectly 

Classified 

Instances 

J48 [8] 81.05 
** 

 

Naïve Bayes [8] 76.56 
** 

 

NB Tree [8] 82.02 
** 

 

Multi-layer  Perception 

[8] 
77.41 

** 

 

 

SVM [8] 69.52 
** 

 

SimpleCart 80.3229 
19.6771 

 

Table 2 is representing the results, after feature selection on 

NSL-KDD [2] data set. Now the feature is reduced from 41 

features to 33 features and 1 class of Labels. The result is 

compared with previous benchmarks shown in Table 1. 

Table 2. Detection accuracy after feature selection 

Classifier(Discrimitive 

Machine Learning 

Algorithms) 

 

Detection 

Accuracy (%) 

Incorrectly 

Classified 

Instances 

J48 81.9375 
18.0625 

 

Naïve Bayes 75.7851 
24.2149 

 

NB Tree 80.6778 
19.3222 

 

Multi-layer  Perception 73.5495 
26.4505 

 

LibSVM 71.0211 
28.9789 

 

SimpleCart 82.3235 
17.6765 
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7.1 Result Analysis  

Fig.5 is representing the comparative analysis in terms of detection accuracy with and without feature selection. 

 

The result shown in Fig.5 is representing the detection 

accuracy of maximum 82.3225 percent. By analyzing the 

result from Fig.5 it can be said that by applying feature 

selection detection accuracy over the attacks are increased and 

SimpleCart is most preferred algorithm for detection of 

Intrusions. But it also includes the attacks which can be easily 

detectable by any machine learning algorithm which is labeled 

as 21 in NSL-KDD [2] data set. 

Therefore the same test is also performed on the another NSL-

KDD [2] data set without 21 level of difficulty, but the 

training data set will remain unchanged and only test set will 

be changed. 

Table 3 is representing the results, without feature selection 

on NSL-KDD [2] data set without 21 level of difficulty in 

which hard to detect attacks are removed. The result from 

previous benchmarks is shown, except SimpleCart algorithm 

that is not used in previous benchmark paper.  

Table 3. Accuracy on Data Set without 21 level of 

difficulty ** Indicates information not provided by the 

author in their respective paper.  

Classifier(Discrimitive 

Machine Learning 

Algorithms) 

Detection 

Accuracy (%) 

Incorrectly 

Classified 

Instances 

J48 [8] 63.97 ** 

Naïve Bayes [8] 55.77 ** 

NB Tree [8] 66.16 ** 

Multi-layer  Perception 

[8] 
57.34 ** 

SVM [8] 42.29 ** 

SimpleCart 62.6245 37.3745 

 

Table 3 shows that the intrusion detection rate of learning 

algorithms has decreased drastically in case we remove the 

easily detectable attacks from the NSL-KDD [2] data set. 

 

Table4. Accuracy after feature selection on Data Set 

without 21 level of difficulty.  

Classifier(Discrimitive 

Machine Learning 

Algorithms) 

Detection 

Accuracy 

(%) 

Incorrectly 

Classified 

Instances 

J48 65.654 34.346 

Naïve Bayes 54.2532 45.7468 

NB Tree 63.6287 36.3713 

Multi-layer  Perception 56.2869 43.7131 

LibSVM 44.8439 55.1561 

SimpleCart 66.7764 33.2236 

 

Table 4 is representing the results, after feature selection on 

NSL-KDD [2] data set. Now the features is reduced from 41 

features to 33 of features and 1 class Labels. The result is 

compared with previous benchmarks shown in Table 3. 
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7.2 Result Analysis 

Fig6: is representing accuracy detection rate. The comparative analysis is shown with and without feature selection. 

The result shown in Fig.6 shows that after reducing the 

features the detection accuracy also improves on attacks 

which are hard to detect. 

8. CONCLUSIONS 
In this paper we propose model for intrusion detection, that 

suggest, for the detection of intrusion it is not necessary to 

perform the test on all the 41 features of NSL-KDD [2] data 

set.  First by using feature selection the features are reduced to 

33 features and further by removing the features, the biasing 

of learning algorithms towards the frequent and easily 

detectable records in the data set is reduced.  And the 

suggested machine learning algorithm after selection process 

is SimpleCart for the intrusion detection that leads to improve 

the computer security alerts from computer security incidents 

using machine learning techniques. 

This model is also checked on attacks which are hard to 

detect, using same training data set, we found that simple cart 

again shows improvement in detection rate accuracy.  

When we compare the percentage wise improvement of 

SimpleCart algorithm from table1 and table2 there is 

improvement of around 2%. This result also contains the 

attacks which are easy to detect. 

When we compare the percentage wise improvement of 

SimpleCart algorithm from table 3 and table 4 there is 

improvement of around 4%. In this result, attacks which are 

easy to detect are removed. 

Therefore by looking the improvement percentage we can say 

that SimpleCart algorithm performs more well on Intrusions 

which are hard to detect on system. 

9. FUTURE SCOPE 
The proposed model can be checked on different data sets, for 

intrusion detection to establish the new benchmarks on 

Intrusion detection. 
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