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ABSTRACT 

Feature selection plays a significant role in improving the 

performance of the machine learning algorithms in terms of 

reducing the time to build the learning model and increasing 

the accuracy in the learning process. Therefore, the 

researchers pay more attention on the feature selection to 

enhance the performance of the machine learning algorithms. 

Identifying the suitable feature selection method is very 

essential for a given machine learning task with high-

dimensional data. Hence, it is required to conduct the study on 

the various feature selection methods for the research 

community especially dedicated to develop the suitable 

feature selection method for enhancing the performance of the 

machine learning tasks on high-dimensional data. In order to 

fulfill this objective, this paper devotes the complete literature 

review on the various feature selection methods for high-

dimensional data.     

General Terms 
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feature selection, wrapper-based feature selection, embedded-

based feature selection, hybrid feature selection, filter-based 

feature selection, feature subset-based feature selection, 

feature ranking-based feature selection, attribute selection, 

dimensionality reduction, variable selection, survey on feature 

selection, feature selection for high-dimensional data, 
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1. INTRODUCTION 
In the digital era, handling the massive data is a challenging 

task among the researchers since the data are accumulated 

through various data acquisition techniques, methods, and 

devices. These accumulated massive raw data degrade the 

performance of the machine learning algorithms in terms of 

causing overfitting, spending more time to develop the 

machine learning modes and degrading their accuracy since 

the raw data are noisy in nature and have more number of 

features known as high-dimensional data. In general, the high-

dimensional data contains irrelevant and the redundant 

features. The irrelevant features cannot involve in the learning 

process and the redundant features contain same information 

hence thy miss lead the learning process. Therefore, these 

issues can be tackled by the feature selection. The feature 

selection is a process of removing the redundant and the 

irrelevant features from a dataset to improve the performance 

of the machine learning algorithms. The feature selection is 

also known as variable selection or attribute selection. The 

features are also known as variables or attributes. The 

machine learning algorithms can be roughly classified into 

two categories one is supervised learning algorithm and 

another one is unsupervised learning algorithm. The 

supervised learning algorithms learn the labeled data and 

construct learning models that are known as classifiers. The 

classifiers are employed for classification or prediction to 

identify or predict the class-label of the unlabeled data. The 

unsupervised learning algorithms lean the unlabeled data and 

construct the learning models that known as clustering 

models. The clustering models are employed to cluster or 

categorize the given data for predicting or identifying their 

group or cluster. Mostly, the feature selections are employed 

for the supervised learning algorithms since they suffered by 

the high-dimensional space. Therefore, this paper presents a 

complete literature review on various feature selection 

methods for high-dimensional data. 

The rest of this paper is organized as follows: Section 2 

describe the feature selection process. In Section 3, survey on 

feature selection is conducted. Section 4 summarizes the 

survey on feature section. Section 5 concludes this paper. 

2. FEATURE SELECTION  
Feature selection is a process of removing the irrelevant and 

redundant features from a dataset in order to improve the 

performance of the machine learning algorithms in terms of 

accuracy and time to build the model. The process of feature 

selection is classified into two categories namely feature 

subset selection and feature ranking methods based on how 

the features are combined for evaluation. The feature subset 

selection approach generates the possible number of 

combinations of the feature subsets using any one of the 

searching strategies such as a greedy forward selection, 

greedy backward elimination, etc. to evaluate the individual 

feature subset with a feature selection metric such as 

correlation, consistency, etc. In this method, space and the 

computational complexity involved are more due to the subset 

generation and evaluation [2].  

In feature ranking method, each feature is ranked by a 

selection metric such as information gain, symmetric 

uncertainty, gain ratio, etc. and the top ranked features are 

selected as relevant features by a pre-defined threshold value. 

This approach is computationally cheaper and space 

complexity is less compared to subset approach. However, it 

does not deal with redundant features.   

Further, the process of feature selection is classified into four 

categories namely wrapper, embedded, filter, and hybrid 
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methods based on how the supervised learning algorithm is 

employed in the feature selection process.  

 

Figure 1 Feature selections with wrapper approach 

Wrapper approach incorporates the supervised learning 

algorithm for validating the generated feature subsets using 

any one of the searching strategies as shown in Figure 1. It 

yields high classification accuracy only for the particular 

learning algorithm adopted. Hence, it does not possess a high 

generality and the computational complexity is higher than 

embedded and filter methods.  

The embedded approach uses a part of supervised learning 

algorithm for feature selection process and it produces better 

accuracy only for the learning algorithm used in the selection 

process. Hence, it does not have a high generality and it is 

computationally expensive than the filter and lesser than the 

wrapper method.  

 

Figure 2 Feature selection with filter approach 

The filter approach (Figure 2) selects the features without the 

influence of any supervised learning algorithm. Hence, it 

works for any classification algorithm and achieves more 

generality with less computational complexity than the 

wrapper and embedded methods. Therefore, it is suitable for 

high-dimensional space. The combination of wrapper and 

filter approach is known as hybrid method [1]. 

3. SURVEY ON FEATURE SELECTION  
As the feature selection is employed in various machine 

learning applications, it has remarkable literature records 

made by the research community. Feature selection is a 

preprocessing technique to select the significant features from 

a dataset by removing the irrelevant and redundant features 

for improving the performance of the machine learning 

algorithms. The feature selection process can be categorized 

into various methods based on how the features are combined 

for evaluation in the feature selection process and how the 

supervised learning algorithm is used to evaluate the features 

in the features selection process. This paper reviews the 

literature on various features selection methods and explores 

their merits and demerits.  

3.1 Feature Selection Based on Combining 

the Features for Evaluation   
This section reviews various methods of feature selection 

based on how the features are combined for evaluation in 

order to select the significant features from a dataset. They are 

classified into feature subset-based and feature ranking-based 

methods.     

3.1.1 Feature subset-based methods   

In the feature subset-based method, the features are combined 

as possible combinations of feature subsets using any one of 

the searching strategies. Then, the feature subsets are 

evaluated using any one of the statistical measures or the 

supervised learning algorithms to observe the significance of 

each subset and the most significant subset is selected as the 

significant feature subset for a given dataset. If the subset is 

evaluated using the supervised learning algorithm, then this 

method is known as wrapper method. 

The best example for the feature subset-based method is 

correlation-based feature subset selection (CRFS) developed 

by Hall [3]. In this approach, two correlation measures are 

considered; one is feature-class correlation and another one is 

feature-feature correlation. Initially, N numbers of features are 

combined as possible combinations of feature subsets using 

heuristic-based best-first search, then each subset is evaluated 

with the two correlation measures as mentioned above. The 

subset that has lesser feature-feature correlation and higher 

feature-class correlation compared to other feature subsets is 

considered as the selected significant feature subset for the 

classification task. Liu & Setiono [4] proposed a feature 

subset-based feature selection method namely consistency-

based feature subset selection (COFS). This method uses the 

class consistency as an evaluation metric in order to select the 

significant feature subset from the given dataset. These 

methods are the filter-based methods since they do not use the 

supervised learning algorithm to validate the subsets and they 

use the statistical measure for evaluating the feature subsets.  

In general, the exhaustive or complete search has to generate 

2N number of subsets to produce the maximum number of 

possible combinations of feature subsets from the N number 

of features for evaluation. Therefore, this exhaustive 

searching strategy is computationally quite expensive hence 

the heuristic searching strategies such as simulated annealing 

(SA), tabu searching (TS), ant colony optimization (ACO), 

genetic algorithm (GA), particle swarm optimization (PSO), 

etc. [5] are used by some of the researchers to get the optimal 

solution by generating less number of feature subsets for 

evaluation. In the heuristic searching, the heuristic function 

obtains the prior knowledge to guide the search process to 

generate the subsets and these subsets are evaluated using 

supervised machine learning algorithm. These factors make 

the feature subset-based methods computationally expensive 

and also these methods seem to be the wrapper approach. 

Some researchers used the simulated annealing search for 

generating the feature subset for evaluations. For example, 

Lin et al used the simulated annealing search to generate the 

feature subsets and evaluated them by supervised learning 

algorithm namely back-propagation network (BPN) to choose 

the better feature subset [6]. Meiri & Zahavi used simulated 

annealing-based feature selection for marketing application 

[7]. In several feature selection methods, the tabu search is 

used for subset generation such as Zhang & Sun developed a 

tabu search-based feature selection. In this method, the 

subsets generated by tabu search are evaluated using the 

classification error criteria to find the better feature subset [8]. 
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Tahir et al formed the feature subsets using tabu search then 

these subsets are evaluated using K-nearest neighbor classifier 

(kNN) with the classification error as evaluation criteria to 

obtain the significant feature subset [9]. 

A number of feature selection processes used the ant colony 

optimization as the searching criteria for subset generation. 

Aghdam et al employed the ant colony optimization search to 

form the feature subsets and they are validated by the nearest 

neighbor classifier for text classification application [10]. 

Kanan & Faez proposed a feature selection method using ant 

colony optimization for face recognition system. In this 

approach, the nearest neighbor classifier is adopted for 

evaluating the generated subset using ant colony optimization-

based learning [11]. Sivagaminathan & Ramakrishnan 

developed an ant colony optimization-based feature selection 

with artificial neural networks (ANN) for medical diagnosis 

system. In this method, the generated feature subsets are 

validated using ANN [12]. Sreeja & Sankar presented an ant 

colony optimization-based feature selection with instance-

based pattern matching-based classification (PMC) [13].  

In certain feature selection research works, the genetic 

algorithm is adopted to generate the feature subsets for 

evaluation and the supervised machine learning algorithm is 

used to evaluate the generated subsets. Welikala et al 

presented a feature selection using genetic algorithm with 

support vector machine (SVM) for mining the medical dataset 

[14].  Erguzel et al used the genetic algorithm and artificial 

neural network for electroencephalogram (EEG) signal 

classification [15]. Oreski & Oreski proposed a feature 

selection method based on genetic algorithm with neural 

networks for credit risk assessment [16]. Li et al developed a 

genetic algorithm with support vector machine for hyper-

spectral image classification [17]. Das et al formulated a 

genetic algorithm with support vector machine-based feature 

selection for handwritten digit recognition application [18]. 

Wang et al applied the genetic algorithm for subset generation 

with support vector machine in feature selection process for 

data classification applications [19]. 

 In the literature, some researches employed the particle swam 

optimization to generate the feature subsets and to validate 

them by supervised machine learning algorithm to identify the 

significant feature subset. Xue et al designed a particle swarm 

optimization (PSO)-based feature selection for classification. 

In this method, the feature subsets generated by PSO are 

evaluated using supervised learning algorithm [20]. Chen et al 

presented a feature selection method using particle swarm 

optimization search for sleep disorder diagnosis system [21]. 

Yang et al developed a particle swarm optimization-based 

feature selection for land cover classification [22].   

From the subset-based feature selection literature, it is 

observed that the exhaustive or complete search leads to high 

computational complexity as it generates 2N number of 

subsets from N number of features for evaluation. This 

searching strategy cannot be a better choice for high-

dimensional space. The heuristic search methods also lead to 

more computational complexity, because they need prior 

knowledge and each generated subset needs to develop a 

classification model for evaluating them to obtain the optimal 

feature subset in an iterative manner, hence these searching 

strategies are not suitable for high-dimensional space. 

However, these heuristic search methods follow a wrapper-

based approach. Therefore, these methods are computationally 

expensive and they can only produce higher classification 

accuracy for the specific classification algorithm used to 

validate the subset, so they cannot achieve high generality.      

3.1.2 Feature ranking-based methods 
In the feature-ranking based approach, each feature of a 

dataset is weighted based on any one of the statistical or 

information-theoretic measures and the features are ranked 

based on their weight. Then the higher ranked features are 

selected as the significant features using a predefined 

threshold that determines the number of features to be 

selected from a dataset. The best example for the feature 

ranking-based method is chi-square-based feature selection 

(CQFS). In this method, Liu & Setiono used the chi-square 

statistic measure to weight the features in order to rank them 

for selecting the significant features [24]. In the similar way, 

the information-theoretic measures such as information gain, 

symmetric uncertainty, gain ratio, etc. are employed to weight 

the individual feature and rank them for selection.   

Further, it is observed that the feature ranking-based methods 

use the statistical measures or information-theoretic measures 

to weight the individual feature only by observing the 

relevancy between the individual feature and the target-class. 

Hence, these methods take less runtime but fail to remove the 

redundant features [2]. The feature ranking-based methods 

follow a filter-based approach since these methods do not 

involve the supervised learning algorithm to evaluate the 

significance of the features. Consequently, these methods are 

independent of the supervised learning algorithm hence they 

achieve more generality and less computational complexity. 

Thus, the feature ranking-based methods can be a good choice 

for selecting the significant features from the high-

dimensional space with suitable redundancy analysis 

mechanism.  

3.2 Feature Selection Based on the  

Supervised Learning Algorithm Used  
This section reviews various methods of feature selection 

based on the machine learning algorithm used. They are 

categorized as wrapper, embedded, filter, and hybrid methods.  

3.2.1  Wrapper-based methods   
Wrapper-based approach generates the feature subsets using 

any one of the searching techniques and evaluates these 

subsets using the supervised learning algorithm in terms of 

classification error or accuracy [25]. The wrapper method 

seems to be a “brute force” method. This approach is 

illustrated in Figure 1. Kohavi & John   developed a wrapper-

based feature selection method for selecting the significant 

features from the dataset [26]. This method consists of search 

engine for subset generation and classification algorithm to 

evaluate the subset. Further, they compare the performance of 

this method in terms of classification accuracy with hill-

climbing and best-first searching strategies using decision tree 

and naïve Bayes classifiers. However, they observed that 

wrapper method has the problems such as searching overhead, 

overfitting, and increased runtime.  

In wrapper approach, the searching is an overhead since the 

searching technique does not have the domain knowledge. In 

order to overcome the searching time overhead, Inza et al 

used estimation of Bayesian network algorithm for feature 

subset selection using naive Bayes and ID3 (Iterative 

Dichotomiser 3) [27]. In general, the searching method may 

lead to increase in computational complexity, since the 

training data is split for evaluation. In order to overcome this 

issue, Grimaldi et al used an aggregation principle with 

sequential search [28]. Dy & Brodley developed a wrapper-

based approach for unsupervised learning using order 

identification (recognizing the number of clusters in the data) 

with the expectation maximization (EM) clustering algorithm 
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using maximum likelihood (ML) criterion [29]. Aha & 

Bankert presented a wrapper-based method with beam search 

and IB1 classifier [30]. Also, they compared its performance 

with the well known sequential search algorithms for feature 

selection such as forward sequential selection (FSS) and 

backward sequential selection (BSS). They observed that the 

beam search outperforms the FSS and BSS.  

The Maldonado & Weber developed a wrapper approach-

based feature selection by combining support vector machine 

(SVM) with kernel functions. This method uses the sequential 

backward selection for feature subset generation and these 

subsets are validated in terms of classification error to identify 

the best subset [31].  In order to minimize the searching 

overhead, Gütlein et al used the search algorithm namely 

ORDERED-FS that orders the features in terms of 

resubstitution error to identify their irrelevancy [32]. Kabir et 

al developed a wrapper-based constructive approach for 

feature selection (CAFS) using neural network (NN). In this 

method, the correlation measure is used to remove the 

redundancy in the searching strategy for improving the 

performance of NN [33]. Stein et al proposed an ant colony 

optimization-based feature selection with wrapper model. In 

this approach, the ant colony optimization is used as a 

searching method in order to reduce the searching overhead 

such as blind search or forward selection or backward 

elimination searching methods [34]. Furthermore, to minimize 

the searching overhead, Zhuo et al presented a wrapper-based 

feature selection using genetic algorithm with support vector 

machine for classifying the hyper-spectral images [35]. 

In the wrapper approach, overfitting can be overcome by post-

pruning, jitter, and early stopping methods. Post-pruning is 

carried out while developing the decision tree [36].  In jitter 

method, the noisy data that make the learning process more 

difficult are eliminated in order to fit the training data thereby 

the overfitting is eliminated [37]. In early stopping method, 

overfitting is eliminated using neural network by stopping the 

training process when performance on a validation set starts to 

deteriorate [38] [39]. The researchers have tried to reduce the 

overfitting by early stopping method using genetic algorithm-

based searching with early stopping (GAWES) [40].  

Further, it is observed that the wrapper-based methods are 

suffered by the searching overhead, overfitting [41] and have 

more computational complexity with less generality since 

they use the supervised learning algorithm for evaluating the 

generated subsets by the searching method. Therefore, these 

methods are not suitable choice for the high-dimensional 

space.    

3.2.2  Embedded-based methods   
The embedded-based methods use a part of the learning 

process of the supervised learning algorithm for feature 

selection. Embedded-based methods reduce the computational 

cost than the wrapper method [42]. This embedded method 

can be roughly categorized into three namely pruning method, 

built-in mechanism, and regularization models. In the 

pruning-based method, initially all the features are taken into 

the training process for building the classification model and 

the features which have less correlation coefficient value are 

removed recursively using the support vector machine (SVM) 

[43]. In the built-in mechanism-based feature selection 

method, a part of the training phase of the C4.5 [36] and ID3 

[44] supervised learning algorithms are used to select the 

features. In the regularization method, fitting errors are 

minimized using the objective functions and the features with 

near zero regression coefficients are eliminated [45] [46]. 

 Neumann et al developed an embedded-based feature 

selection method for selecting the significant features from 

synthetic and real world datasets. In their approach, linear and 

non linear SVMs are employed in the selection process using 

the deference of convex functions algorithm (DCA) [47]. 

Xiao et al proposed an embedded-based method to select the 

significant features from audio signals for emotion 

classification. This method was implemented based on the 

principle of evidence theory with mass function and the 

identified most relevant features are added incrementally for 

classification [48].  Maldonado et al developed an embedded 

method to select the significant features from imbalanced data 

for classification with several objective functions [49]. 

 Further, it is observed that the embedded methods are 

computationally efficient than the wrapper methods and 

computationally costlier than the filter methods hence they 

cannot be suitable choice for high-dimensional space and they 

have poor generality since the embedded methods use the 

supervised learning algorithm.       

3.2.3  Filter-based methods 
The filter-based approaches are independent of the supervised 

learning algorithm therefore offer more generality and they 

are computationally cheaper than the wrapper and embedded 

approaches. For processing the high-dimensional data, the 

filter methods are suitable rather than the wrapper and 

embedded methods.    

Generally, the process of feature selection aimed at choosing 

the relevant features. The best example is Relief [50] that was 

developed with the distance-based metric function that 

weights each feature based on their relevancy (correlation) 

with the target-class. However, Relief is ineffective as it can 

handle only the two-class problems and also does not deal 

with redundant features. The modified version of the Relief 

known as ReliefF [51] can handle the multi-class problems 

and deal with incomplete and noisy datasets too. However, it 

fails to remove the redundant features. Holte developed a rule-

based attribute selection known as OneR which forms one 

rule for each feature and selects the rule with the smallest 

error [52]. Yang & Moody proposed a joint mutual 

information-based approach (JMI) for classification. It 

calculates the joint mutual information between the individual 

feature and the target-class to identify the relevant features, 

and a heuristic search is adopted for optimization when the 

number of features is more. The features containing similar 

information and lesser relevancy to the target-class are treated 

as redundant features that are to be eliminated [53].   

Peng et al proposed a mutual information-based max-

relevancy min-redundancy (MRMR) feature selection. To 

identify the feature relevancy, the mutual information is 

computed between the individual feature and target-class, and 

to identify the redundant feature, the mutually exclusive 

condition is applied [54]. Battiti developed a mutual 

information-based feature selection method (MIFS). In this 

method, mutual information measure is used to determine the 

relevancy between the individual feature and the target-class. 

The features having similar information are considered as 

redundant features that are to be removed [55]. Fleuret  

presented a feature selection scheme namely conditional 

mutual info maximization (CMIM) that recursively chooses 

the features that have maximum mutual information with the 

target-class for classification [56].   

Meyer & Bontempi proposed a filter-based approach that uses 

double input symmetrical relevance (DISR) metric for feature 

selection. This approach returns the selected features that 
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contain more information about the target-class than the 

information about other features [57]. Lin & Tang introduced 

an information theory-based conditional infomax feature 

extraction (CIFE) algorithm to measure the class-relevancy 

and redundancy for feature selection [58]. Brown et al used 

the conditional redundancy (CondRed) metric for selecting 

the significant features from the dataset [59]. 

In the recent past, the clustering technique is also adopted in 

feature selection. Song et al developed a feature selection 

framework and adopted the graph-based clustering technique 

to identify the similarity among the features for removing the 

redundant features [60]. Dhillon et al developed a feature 

selection algorithm based on information theory for text 

classification. In this approach, the hierarchical clustering is 

used to cluster the features or terms of documents for 

identifying their dependencies [61]. Li et al incorporated the 

clustering algorithm with the chi-square statistical measure to 

select the features from statistical data [62]. Cai et al 

developed a spectral clustering-based feature selection 

(MCFS) for selecting the significant features from the datasets 

[63]. Chow & Huang employed the supervised clustering 

technique and mutual information for identifying the salient 

features from synthetic and real world datasets [64]. Mitra et 

al presented a feature selection approach by adopting the 

graph-based clustering approach to identify the similarity 

among the features for redundancy analysis [65]. Sotoca & 

Pla developed a feature selection method for classification 

based on feature similarity with hierarchical clustering [66].  

Further, it is observed that the filter-based methods are 

computationally better than the wrapper [67] and embedded 

[68] methods. Therefore, the filter-based methods can be a 

suitable choice for high-dimensional space. The filter-based 

methods achieve high generality since they do not use the 

supervised learning algorithm.       

3.2.3  Hybrid Methods   
The hybrid methods are the combination of filter and 

wrapper-based approaches [69]. In general, processing the 

high-dimensional data is a difficult task with the wrapper 

method therefore the authors Bermejo et al developed a 

hybrid feature selection method known as filter-wrapper 

approach. In this approach, they used a statistical measure to 

rank the features based on their relevancy then the higher 

ranked features are given to the wrapper method so that the 

number of evaluations required for the wrapper method is 

linear. Thus, the computational complexity is reduced using 

hybrid method for medical data classification [70]. Ruiz et al 

developed a gene (feature) selection algorithm for selecting 

the significant genes for the medical diagnosis system. They 

used a statistical ranking approach to filter the features from 

high-dimensional space and the filtered features are fed into 

the wrapper approach. This combination of the filter and 

wrapper approach was used to distinguish the significant 

genes causing cancer disease in the diagnosis process [71].  

Xie et al developed a hybrid approach for diagnosing the 

erythemato-squamous diseases. In this approach, F-score 

measure is used to rank the features to identify the relevant 

features (filter approach). The significant features are selected 

from the ranked features with the sequential forward floating 

search (SFFS) and SVM (wrapper method) [72]. Kannan & 

Faez presented a hybrid feature selection framework. In this 

approach, ant colony optimization (ACO)-based local search 

(LS) is used with the symmetric uncertainty measure to rank 

the features [73].  Xie et al designed a hybrid approach with 

F-score to identify the relevant attributes from a disease 

dataset. For feature subset generation from the relevant 

features, the searching strategies such as sequential backward 

floating search (SBFS), extended sequential forward search 

(ESFS), and sequential forward floating search (SFFS) are 

also employed [74]. Naseriparsa et al proposed a hybrid 

method using information gain and genetic algorithm-based 

searching method combined with a supervised learning 

algorithm [75]. Huda et al developed a hybrid feature 

selection method by combining the mutual information (MI) 

and artificial neural network (ANN) [76]. Gunal presented a 

hybrid feature selection method by combining filter and 

wrapper method for text classification. In this method, 

information gain measure is used for ranking the significant 

features and the genetic algorithm is used as the searching 

strategy with support vector machine [77].   

D‟Alessandro et al proposed a hybrid approach for epileptic 

seizure prediction, in which ranking with genetic algorithm-

based wrapper approach was implemented [78].  Yang et al 

developed a hybrid method for classifying the micro array 

data. In this method, the information gain and correlation 

metric are used for filter method and an improved binary 

particle swarm optimization (BPSO) method is used with the 

supervised learning algorithm as the wrapper method to 

improve the performance of the classification algorithm. The 

performance of this method is evaluated using kNN and SVM 

classifiers [79]. To avoid the computational cost of the 

wrapper method, Bermejo presented a hybrid method by 

combining the filter and wrapper methods. In this method, the 

GRASP meta-heuristic based on stochastic algorithm is used 

as filter method for reducing the wrapper computation [80]. 

Foithong et al also designed a hybrid feature selection method 

by combining the filter and the wrapper methods. In this 

method, the mutual information criterion is used for filtering 

the relevant features and the supervised learning algorithm is 

adopted as the wrapper method for evaluating features 

obtained from the filter method [81].   

Further, it is observed that the hybrid methods are 

computationally intensive than the filter methods since they 

combine the wrapper and filter methods and  have less 

generality compared to the filter methods since they use the 

supervised learning algorithm in feature selection process. 

These hybrid methods take more computational time than the 

filter-based methods. 

4. SUMMARY   
This section summarizes the feature selection methods that are 

categorized based on how the features are combined in the 

selection process namely feature subset-based and feature 

ranking-based and based on how the supervised learning 

algorithm used namely wrapper, embedded, hybrid, and filter.  

The subset-based methods generate the feature subsets using 

any one of the searching strategies for evaluation. The 

exhaustive or complete search is used to generate the subset 

that leads to high computational complexity since maximum 

2N number of possible combination of the subsets to be 

generated from the N number of features to evaluate them. 

This is a “brute force” method so this is not suitable for high-

dimensional space.  The heuristic search such as SA, TS, 

ACO, GA, and PSO are employed to reduce the number of 

feature subset generation for evaluation using the heuristic 

function. The subset-based feature selection methods using 

the heuristic search lead to more computational complexity, 

because they need prior knowledge and each generated subset 

need to develop a classification model to evaluate them.  
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However, this heuristic search methods follow a wrapper-

based approach therefore these methods are computationally 

expensive and they can only produce higher classification 

accuracy for the specific classification algorithm used to 

obtain the fitness or heuristic function. Therefore, these 

methods cannot achieve high generality. The ranking-based 

methods take less computation time and achieve high 

generality since they do not use the supervised learning 

algorithm. They cannot remove the redundant features since 

they only compute the correlation or similarity between the 

individual feature and the target-class. Therefore, they can be 

a suitable choice for high dimensional space with a suitable 

redundancy analysis mechanism. 

The wrapper, embedded, and hybrid methods are 

computationally inefficient than the filter approach. In 

addition, they do not have high generality since they use the 

supervised learning algorithm in feature selection process. 

Therefore, the filter methods are the best choice for the high-

dimensional data. Further, the filter methods are preferred 

because they can perform better with any classification 

algorithm since they possess better generality and require less 

computational complexity. The ranking-based approaches are 

better than the feature subset-based methods since the subset-

based methods require more space and computational 

complexity. Therefore, the ranking-based methods are the best 

choice for selecting the relevant features from the high-

dimensional space.        

In the feature selection literature, some researchers have 

succeeded in effectively removing the irrelevant features, but 

failed to handle the redundant features. On the other hand, 

some other researchers dealt with removing the irrelevant 

features and redundant features. Furthermore, the state-of-the-

art feature selection methods reported in literature use the 

rule-based metric and nearest neighbor principles. Both of the 

methods eliminate the irrelevant features, but fail to treat the 

redundant features. Some of the methods use the information-

theoretic-based metric to calculate the relevancy between the 

feature and the target-class for relevancy analysis and to 

calculate the independency among features for redundancy 

analysis.  

In most of the information-theoretic-based approaches, the 

same metric is used for both redundancy and irrelevancy 

analysis. Some of these approaches perform pair wise analysis 

to identify the independency among the features for 

redundancy analysis, resulting in increased time complexity. 

They do not have special mechanism for treating the 

redundant features, yet they do moderate redundancy analysis. 

Most of the clustering-based approaches use the hierarchical 

clustering for feature selection and they deal with specific 

types of datasets. However, the hierarchical clustering is 

expensive for high-dimensional datasets and less effective in 

high-dimensional space due to the dimensionality 

phenomenon. Hence, simple, scalable, and faster K-means 

clustering algorithm can be used [82] for relevancy analysis in 

feature selection. 

5. CONCLUSION 
This paper analyzed several feature selection methods that are 

proposed by various researchers. From the earlier research 

works, it is observed that the feature ranking-based methods 

are better than the subset-based methods in terms of memory 

space and computational complexity and the ranking-based 

methods do not reduce the redundancy. Further, the wrapper, 

embedded, and hybrid methods are computationally 

inefficient than the filter method and they have poor 

generality. Therefore, the feature selection can be developed 

for high-dimensional data using the filter approach with 

ranking method for selecting the significant features from the 

high-dimensional space. In addition, to overcome the 

limitations of the ranking method the redundancy analysis 

mechanism can be adopted with a suitable clustering 

approach.  
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