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ABSTRACT 

Data mining is the analysis of large datasets to discover 

patterns and use those patterns to predict the likelihood of the 

future events. Data mining is becoming a very important field 

in healthcare sectors and it holds great potential for the 

healthcare industry. This paper presents an overview of 

current research being carried out using data mining 

techniques in different medical areas such as heart disease, 

diabetes, breast and lung cancer and skin disease by using 

different data mining techniques to find the best method of 

prediction and accuracy. 
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1. INTRODUCTION 
Nowadays, data mining is playing a vital role in healthcare 

and one of the most motivating areas of research with the 

objective of finding meaningful information from huge 

datasets [1]. This stored information is much useful for 

decision making process in healthcare and being to be 

potential with the help of knowledge discovery in database 

(KDD) and understand the cause of disease and providing 

better and cost effective treatment to patients. Data mining 

techniques used in healthcare play a significant role for 

detecting unknown information and diagnosis of the diseases.  

Different data mining techniques such as classification, 

clustering and association are used in healthcare organizations 

to exceed the efficiency for making decision concerning in 

patient heath. Various studies highlighted that data mining 

techniques help the data holder to analyze and discover 

unsuspected relationship among their data which in turn 

helpful for making decision [2].  Data miming also used for 

both analysis and prediction of various disease [3, 4]. Some  

researches work proposed an enhancement in available data 

methodology in order to improve the result [5-7] and some 

studies develop new methodology [8, 9] and proposed 

framework in order to improve the healthcare system [10, 11]. 

There are many of research studies available concerning in 

data mining in healthcare with their benefits and drawbacks.  

2. DATA MINING IN HEALTHCARE 
Nowadays, healthcare organizations generates a huge amount 

of data about patients, diseases, electronic medical record, 

medical devices, hospital management, prescriptions, and 

others, and the large data needs to be processed for knowledge 

extraction that enables support for cost-savings and decision 

making [12]. A great number of diseases are strongly 

associated with a symptom which makes it sophisticated for 

the physicians to predict the precise diseases on one go. Data 

mining is a best tool in predicting the disease which is almost 

valuable. Although the predicting is not considerably 

accurate, it assigns a valuable results to the physicians about 

the disease, so, data mining is an embracing  to physicians to 

visualize the diseases in advance stages to produce the best 

treatment. 

3. PERFORMANCE OF DATA MINING 

ALGORITHMS FOR DISEASE 

DIAGNOSE 
The main idea of data mining techniques for disease diagnosis 

is to get the best performance such as efficiency and accuracy 

for prediction. This section illustrates the accuracy of data 

mining algorithms for different diseases such as heart disease, 

breast cancer, lung cancer, diabetes and skin disease. 

3.1 Heart Disease 
Heart is the most important organ in our body, it is 

responsible to pumps blood to the whole body. All heart 

disease concern to category of cardiovascular disease such as 

Coronary heart disease, Angina pectoris, Congestive heart 

failure, Cardiomyopathy, Congenital heart disease, 

Arrhythmias and Myocarditis [13]. There are number of 

factors which increase the chance of heart disease such as 

smoking, obesity, inactive physical exercises, high blood 

pressure, hypertension, and other. Many studies have been 

done on prediction heart disease by applying different data 

mining techniques to predict the accuracy of heart disease. 

Table.1. shows the effectiveness of data mining techniques 

used for heart disease form different research studies and 

Figure.1 represents the accuracy result analysis of different 

data mining techniques. 

Table 1. Accuracy of Classifiers for Heart Disease 

Ref# Year Techniques Accuracy 

[14] 2007 Neural Network 91% 

[15] 
2010 DT and GA Feature 

Reduction 
99.2% 

[16] 2012 G4.5 Classifier 74.20% 

[14] 2007 SVM 92.1% 

[9] 2012 K-NN 61.39% 

[17] 2010 Multilayer NN 89.7% 

[16] 2012 Naive Bayes 96.5% 

[18] 2009 GSVM 95% 

[19] 2010 Bayesian NN 78.43% 

[20] 2015 Fuzzy Logic and DT 69.51% 
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Figure.1. Accuracy Level of Different Data Mining 

Techniques for Heart Disease 

It is observed form Fig.1. that the high accuracy belongs to 

Decision Tree (DT) and Genetic Algorithm (GA) Feature 

Reduction (99.2%) which has the best accuracy among other 

data mining techniques for heart disease prediction. Although 

K-NN algorithm is simple to use but it has the lowest 

accuracy (61.39%) and this means it does not give a good 

result for prediction. 

3.2   Cancer Disease 
Cancer is a deadly disease which characterized by the 

uncontrolled growth of abnormal cells in the body. Detection 

cancer in early stages is difficult, but early detection of cancer 

is curable. Men are more prone to lung, prostate, stomach and 

liver cancer, while women are more prone to breast, 

colorectal, lung, cervix uteri, and stomach cancer [21]. There 

are too many factors that cause a cancer such as the immune 

system, tobacco, alcohol and other. Breast cancer is being 

extremely injurious to all women, may be a reason for lost of 

breast or their life. Lung cancer is one of the leading cause of 

cancer deaths in both women and men. Manifestation of Lung 

cancer in the body of the patient reveals through early 

symptoms in most of the cases [22]. Many studies have been 

done on prediction breast and lung cancer diseases by 

applying different data mining techniques. Table.2. and 

Table.3 represents the accuracy result analysis of different 

classifiers used to predict breast and lung cancer 

consecutively from different research studies. Figure.2. and 

Figure.3 represents the accuracy result analysis of data mining 

techniques for cancer and lung disease  

Table 2. Accuracy of Classifiers for Breast Cancer 

Ref# Year Techniques Accuracy 

[23] 2014 MLP BPN 95.71% 

[24] 2012 J48 95.1359% 

[25] 2015 Neural Network 98.09% 

[26] 2016 C4.5 95.13% 

[26] 2016 SVM 97.13% 

[26] 2016 K-NN 95.27% 

[27] 2016 LMT 96.18% 

[27] 2016 Bayes Net 97.24% 

[28] 2013 Naive Bayes 96.79% 

[29] 2015 Decision Tree 96.50% 

 

Figure 2: Accuracy Level of Different Data Mining 

Techniques for Breast Cancer Diseases Diagnosis 

It is observed formTable.2 and Fig.2. that the high accuracy 

belongs to Neural Network (98.09%) which has the best 

accuracy among other data mining techniques for breast 

cancer disease prediction. Bayes Net and SVM follow that 

which has (97.24%) and (97.13) consecutively, and C4.5 

(95.13) and J48 (95.1359) are same result and have the lowest 

accuracy result. 

Table 3. Accuracy of Classifiers for Lung Cancer 

Ref# Year Techniques Accuracy 

[30] 2013 Naive Bayes 89.03% 

[31] 2014 Decision Table 76.2% 

[31] 2014 J84 77.5% 

[32] 2015 ANT Colony 78% 

[33] 2014 ANN 83.5% 

[34] 2016 SVM 95.12% 

[35] 2016 EKNN 97% 

[36] 2010 Bayes Network 77% 

[37] 2011 J48 91.4% 

[38] 2013 Neural Network 93.3% 

 

 

Figure 3: Accuracy Level of Different Data Mining 

Techniques for Lung Cancer Diseases Diagnosis 

It is observed form Figure.3. that the high accuracy belongs to 

Enhanced K-NN algorithm(79%) and SVM(95.12%) which 

have the best accuracy among other data mining techniques 

for Lung cancer prediction. Although Bayes Network and J48 
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have a good accuracy to predict breast cancer but they have 

the lowest accuracy prediction for lung cancer (77%) and 

(77.5), respectively. 

3.3   Diabetes Mellitus Diagnosis 
Diabetes is often called a modern-society disease because 

widespread lack of regular exercise and rising obesity rates 

are some of the main contributing factors for it. Diabetes is a 

very serious disease that, if not treated properly and on time, 

can lead to very serious complications, including death. This 

makes diabetes one of the main priorities in medical science 

research, which in turn generates huge amounts of data [39]. 

Many studies have been done on prediction diabetes diseases 

by applying different data mining techniques. Table.4. 

represents the accuracy of different classifiers used to predict 

diabetes disease from different research studies. Figure.4 

represents the accuracy result analysis of different data mining 

techniques for diabetes disease.  

 

Table 4. Accuracy of Classifiers for Diabetes Disease 

Ref# Year Techniques Accuracy 

[40] 2013 PCa with NN 71% 

[41] 2014 FCM - Weka Tool 94.3 % 

[42] 2014 BLR- Tanagra Tool 75% 

[43] 2015 Naive Bayes-Weka Tool 76.95% 

[44] 2015 ANN 89% 

[45] 2016 J4.8 Weka Tool 99.87 

[46] 2014 GA with Fuzzy Logic 80.5% 

[47] 2014 Bayesian Network 90.4% 

[48] 2014 C4.5 Weka Tool 86% 

[49] 2016 
Machine Learning Ensemble 

LDA,KNN and RPCT 
94.27% 

 

Figure 4: Accuracy Level of Different Data Mining 

Techniques for Diabetes Diagnosis 

It is observed form Fig.4. that the high accuracy belongs to 

J4.8 (99.87%) by using weka tool,  followed by machine FCM 

(94.3%)  and learning ensemble (94.27%) which have the best 

accuracy among other data mining techniques for diabetes 

prediction. BLR algorithm by using Tangar tool has the 

lowest accuracy (75%) followed by Naive Bayes by using 

Weka tool (76.95%). 

3.4   Skin Disease Diagnosis 
Skin diseases or dermatological are becoming more and more 

in these days and many of these disease are dangerous if not 

treated at an early stages. Skin provides a protection against 

fungal infection, bacteria, allergy, viruses and controls 

temperature of body.  Many of the skin disease such as acne, 

alopecia, ringworm, eczema affect the body look [50]. Many 

studies have been done on prediction skin diseases by 

applying different data mining techniques. Table.5. represents 

the accuracy of different classifiers used to predict diabetes 

disease from different research studies. Figure.5 represents the 

accuracy result analysis of different data mining techniques 

for skin disease.   

 

Table 5. Accuracy of Classifiers for Skin Disease 

Ref# Year Techniques Accuracy 

[51] 2015 Adaboost 65% 

[51] 2015 BayesNet 80% 

[51] 2015 J48 90% 

[51] 2015 MLP 95% 

[51] 2015 Naive Bayes 85% 

[52] 2016 ANN 97.17% 

[52] 2016 SVM 94.04% 

[53] 2009 DT 92.62% 

[54] 2012 Weighted K-NN 95.2381% 

[55] 2009 DT and NN 92.62% 

 

 

Fig 5: Accuracy Level of Different Data Mining 

Techniques for Skin Diagnosis 

It's observed from Figure.5. , the ANN technique has the best 

accuracy (97.17%) among the other algorithms, and Weighted 

K-NN, MLP and SVM are slightly less than ANN. The lowest 

accuracy among all techniques belongs to Adaboost with 

(65%). From this result the ANN has the best accuracy for 

skin disease prediction. 
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4.  CONCLUSION 
Data mining has a significant importance in healthcare 

organizations. The obtained knowledge with the use of data 

mining techniques can be used to make successful and 

effective decisions that will improve and progress of 

healthcare organizations. This paper illustrates different data 

mining techniques for healthcare prediction. Techniques have 

used in heart, breast and lung cancer, diabetes and skin 

disease. Comparisons are made based on the accuracy among 

these techniques. The analysis results show that there is no 

single classifier which produce best result to all diseases. For 

heart disease, DT and GA has the best accuracy (99.2%), in 

breast cancer, NN (98.09%), lung cancer has (97%) when 

applied EKNN, in diabetes J4.8 has (99.87%) accuracy by 

using weka tools, and in skin disease the best accuracy is 

ANN (97.17%). Therefore, availability and quality are the 

most important factors in data mining. Healthcare 

organizations need to provide a strong data quality before 

doing any research. Providing a quality and enough data for 

research, data mining will achieve better discovery of 

knowledge in hidden in the medical data. 
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