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ABSTRACT 

 
In term of computational complexity, P-class (abbreviated as P) problems  are polynomial-time 

solvable by deterministic Turing machine while NP complete (abbreviated as NPC) problems  

are polynomial-time solvable by nondeterministic Turing machine. P and NPC problems are 

regularly treated in different classes.  Determining whether or not it is possible to solve NPC 

problems quickly, is one of the principal unsolved problems in computer science today. In this 

paper, a new perspective is provided: both P problems and NPC problems have the duality 

feature in terms of computational complexity of asymptotic efficiency of algorithms.  
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1. INTRODUCTION 

 
In 1971, Cook [1] firstly established a theorem that a class of problems can be P-reducible 

(polynomial time reducible) to each other and each of them can be P-reducible to Boolean 

Satisfiability (SAT) problem, this class of problems is called NP (nondeterministic polynomial 

time) problems. Karp [2] applied Cook’s 1971 theorem that the SAT problem is NP Complete 

(also called the Cook-Levin theorem) to show that there is a polynomial time reduction from the 

SAT problem  to each of 21 combinatorial problems, thereby showing that they are all NP 

complete (NPC). This was one of the first demonstrations that many natural computational 

problems occurring throughout computer science are computationally intractable, and it drove 

interest in the study of NP-completeness and the P versus NP problem [3].  The P versus NP 

problem, determining whether or not it is possible to solve NP problems quickly, is one of the 

principal unsolved problems in computer science today and listed as one of seven millennium 

problems [3,4], challenging tens of thousands of researchers. 

 

Simply speaking, P problems mean that the class of problems can be solved exactly in polynomial 

time while NPC  problems stands for a class of problems which  might not be solvable in 

polynomial time. NPC problems has far-reaching consequences to other problems in 

mathematics, biology, philosophy and cryptography.  More specifically, in Big O-notation (refer 
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to Definition 1 and 2) of computational complexity in asymptotic efficiency of algorithms, P 

problems can be solved in polynomial time of O

input to the problem, while NPC problems may have computational complexity of O

including both exponential time and sub

than zero.  

 

Karp [2] ever claimed that if any of NPC problems have efficient polynomial time algorithms, 

then they all do. It is for this reason that research into the P versus NP problem centers on NPC 

problems, i.e., looking for efficient polynomial time algorithms 

decades’ efforts by many researchers, it is still an open question. There are quite many results but 

none of them is commonly accepted yet by the research community. 

 

The current author also classified NPC problems based on their

found that NPC problems are not equivalent in computational complexity. 

 

In the following, we show a new perspective: both P problems and NPC problems have 

features of each other in terms of computational complex

algorithms, especially by considering the representation of the input.

 

2. PROBLEM FORMULATIONS

 
The following definitions are based on the computational complexity of different problems in the 

worst case. 

 

Definition 1: The asymptotic efficiency of algorithms [6,7]: concerns with how the running time 

of an algorithm increases with the size of the input 

without bound. 

 

Definition 2: The O-notation 

bounds a function from above within a constant factor [6,7]. For a given function 

by O(g(n)) : 

 

O(g(n))={f(n): there exist positive constants 

 

Fig.1 shows the intuition behind O

function f(n) is on or below g(n). 
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to Definition 1 and 2) of computational complexity in asymptotic efficiency of algorithms, P 

problems can be solved in polynomial time of O(n
k
) for some constant k where n 

input to the problem, while NPC problems may have computational complexity of O

including both exponential time and sub-exponential time, where c is a positive constant larger 

Karp [2] ever claimed that if any of NPC problems have efficient polynomial time algorithms, 

then they all do. It is for this reason that research into the P versus NP problem centers on NPC 

problems, i.e., looking for efficient polynomial time algorithms for NPC problems. Through 

decades’ efforts by many researchers, it is still an open question. There are quite many results but 

none of them is commonly accepted yet by the research community.  

The current author also classified NPC problems based on their natures and other methods [5] and 

found that NPC problems are not equivalent in computational complexity.  

In the following, we show a new perspective: both P problems and NPC problems have 

in terms of computational complexity of asymptotic efficiency of 

algorithms, especially by considering the representation of the input. 

ORMULATIONS 

The following definitions are based on the computational complexity of different problems in the 

asymptotic efficiency of algorithms [6,7]: concerns with how the running time 

of an algorithm increases with the size of the input in the limit, as the size of the input increases 

 of computational complexity of an algorithm: asymptotically 

bounds a function from above within a constant factor [6,7]. For a given function g(n)

: there exist positive constants c and n0 such that 0≤f(n)≤cg(n) for n≥ n0

Fig.1 shows the intuition behind O-notation. For all values n to the right of n0, the value of 

.  

Figure 1.f(n)=O(g(n)) [6] 

to Definition 1 and 2) of computational complexity in asymptotic efficiency of algorithms, P 

 is the size of 

input to the problem, while NPC problems may have computational complexity of O(2cn) 

ve constant larger 

Karp [2] ever claimed that if any of NPC problems have efficient polynomial time algorithms, 

then they all do. It is for this reason that research into the P versus NP problem centers on NPC 

for NPC problems. Through 

decades’ efforts by many researchers, it is still an open question. There are quite many results but 

natures and other methods [5] and 

In the following, we show a new perspective: both P problems and NPC problems have duality 

ity of asymptotic efficiency of 

The following definitions are based on the computational complexity of different problems in the 

asymptotic efficiency of algorithms [6,7]: concerns with how the running time 

, as the size of the input increases 

computational complexity of an algorithm: asymptotically 

g(n), we denote 

0}. 

, the value of 
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Since O-notation describes an upper bound, when we use it to bound the worst-case running time 

of an algorithm, we have a bound on the running time of the algorithm on every input. For 

example, the doubly nested loop structure of the insertion sort algorithm has an O(n
2
) upper 

bound; equivalently, we mean that the worst-case running time is O(n
2
). 

 

Definition 3: P-class problems in term of O-notation of computational complexity: in the worst 

case, their exact algorithms have computational complexity of O(n
k
) for some constant k where n 

is the size of input to the problem. 

 

Definition 4: NPC problems: in the worst case, their exact solutions may have computational 

complexity of  O(2cn) in O-notation, where n is the size of input to the problem and c is a 

positive constant. 

 

Table 1 provides a summary of variables used in this paper. Table 2 shows computational 

complexities of exact solutions to some NPC problems (abstracted from [8]). 

 
Table 1.  The summary of variables 

Variables Meaning 

k, c, n0 a positive constant 

n,e The size of inputs to a problem 

s, m The number of bits (binary) 

               B0   min(2cn, nk, 2m, 2s) 

       W, C, b a positive number 

 

Table 2.  The complexities of exact solutions to some NPC problems from [8]  

Problem Complexity Genre 

MIS (maximum independent set) 1.1996n Packing 

Set covering problem (SCP) * 1.1996n Covering 

3CP (3-coloring of planar graph) 1.3446
n
 Partitioning 

SSP (subset sum problem) [7] nW Numerical 

3SAT 1.4802
n
 Satisfaction 

TSP n
2
2

n
 Sequencing 

*: derived from MIS  since SCP and MIS are complementary [7]. 

 

We also consider that the representation of the input to the problem by m bits (in binary) and the 

space complexity of a problem by s bits (in binary) in memory.  

 

Fact 1: A regular system (the computer hardware, called the system in the following) has 

capability of handling B0 numbers in term of computational and space complexity, i.e., handling 

the input efficiently within reasonable time (may be within a few hours or minutes depending on 

the applications) without overflowing the system, where B0 may be related to the memory size or 

whichever (CPU, memory, disk et.) is the bottleneck of the system. 
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Based on the definitions above, the capabilityB0can be represented by 

B0=min(2cn, nk, 2m, 2s)                                                                   (1)       

 

3.  RESULTS 
 
Lemma 1.  Dynamic programming algorithm for Subset Sum problem (SSP) is pseudo-

polynomial time. 

 

Proof. removed■ 

 

Lemma 2. Any NPC problem can be reduced to SSP. 

 

Theorem 1:The instances of SSP can have computational complexity of NPC problems and 

P-class problems, this is called the duality feature in this paper. 

 

Proof: removed■ 

 

Fact 2:  The instances of other NPC problems also have the duality feature. 

Proof: removed.■ 

 

In Table 3, records of optimum solutions to TSP problem are provided. One can see that the size 

of the problem is increasing as year goes. Notice that the instance with 1904711 nodes is still not 

yet solved exactly but just has a good lower bound [14].  Similar results are also observed for  

other NPC problems. For real-life problems with small or moderate number of variables, they can 

be solved to exactly very easily (LKH  [15] and Concorde [16] are considered as two of the best 

such solvers which can now find exact solutions for medium size TSP Problems). However, if the 

problem size increases to very large, finding efficient solutions to NPC problems just become 

intractable. 

 

Theorem 2:  The P-class Problems can have the duality feature in terms of  computational 

complexity. 

 
Proof: removed. ■ 

 

Remarks: Actually SSP can be treated as polynomial time solvable problem (P-class problem) 

when both n and W is not very large while it is of exponential complexity when both n and W are 

very large. 

 

Observation 1:  Even one can find efficient solution (polynomial time algorithm) to one or 

more NPC problems, some P problems may become exponential time solvable in 

computational complexity when the representation of the input to them become very large.  

 

4. DISCUSSIONS AND CONCLUSION 

 
NPC problems have different natures, they can be classified into six basic genres [2, 7], i.e., 

Satisfaction, Packing, Covering, Partitioning, Sequencing, Numerical computing. 

  
Originally, PRIMES and Graph Isomorphism were hard to determine to be in NPC or not in 

Cook’s paper [1]. In 2004, PRIMES is found in P-class and accepted by the research community 

[10].  And in 2015, Graph isomorphism is reported to have Quasipolynomial time solution [11, 
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12], though the results are still under verification. These show some new perspectives and trends 

on NPC problems. 

As another perspective, it is recently proved mathematically that memcomputing machines (a 

novel non-Turing paradigm) have the same computational power of nondeterministic Turing 

machines [13]. Therefore, they can solve NPC problems in polynomial time with resources that 

only grow polynomially with the input size.   

NPC problems and the P versus NP problem challenge many researchers to tackle them through 

decades of efforts. In this paper, a new perspective is provided: both P problems and NPC 

problems have the duality feature in terms of computational complexity of asymptotic efficiency 

of algorithms.  

Table 3.    Records of optimum solutions to TSP problems [14]  where n is the number of nodes in TSP. All 

TSP problems in the table are solved to optimum except for the last one 

 

n 

Year 

(solved) Node type 

48 1954 USA cities 

64 1971 random nodes 

80 1975 random nodes 

120 1977 Germany cities 

318 1987 cities 

532 1987 USA cities 

666 1987 World cities 

1002 1987 cities 

2392 1987 cities 

3038 1992 cities 

13509 1998 USA cities 

15112 2001 cities 

24978 2004 Sweden cities 

85900 2006 cities 

100000 2009  Japan 

1904711 2010* World TSP Challenge 
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