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directed toward the needs of specific users to demonstrate the performance characteristics of anyone specific 
algorithmic approach or particular product. It relies significantly on contributions from an emerging COll­
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Performance Assessment. 

Key words: acoustics; automation; computer technology; signal processing; speech recognition; speech 
understanding. 

1. Summary 

This paper identifies and documents factors influ­
encing automated speech recognition performance. Pro­
cedures are outlined that are important in designing and 
implementing performance tests. Documentation is out­
lined which should clearly define test conditions. Defi­
nitions of terms are contained in the Appendix. 

Definitive tests to fully characterize automatic speech 
recognizer or system performance cannot be specified at 
present. However, it is possible to design and conduct 
performance assessment tests that make use of widely 
available speech data bases, use test procedures similar 
to those used by others, and that are well documented. 
These tests provide valuable benchmark data and infor­
mative, though limited, predictive power. By contrast, 
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tests that make use of speech data bases that are not 
made available to others and for which the test pro­
cedures and results are poorly documented provide 
little objective information on system performance. 
Such tests might be termed "incomparable" in that the 
data obtained cannot be meaningfully compared with 
data for other tests or for other systems. 

Speech recognizers are the central element in speech 
recognition systems, and primary attention in this paper 
is directed to tests of recognizers as system components. 
Testing overall systems performance and the human­
machine interface involves the more difficult task of 
developing measures of speech understanding. The 
factors described in this paper are necessary, but not 
sufficient concerns in tests of integrated human-machine 
and speech understanding systems. 

A number of recommended testing procedures are 
described in general terms. These procedures are delib­
erately not specified in detail because it is recognized 
that no one detailed procedure could meet the widely-



varying needs for test data among researchers, vendors, 
and users. At present, decisions concerning the best way 
to implement specific tests and their applicability for 
research purposes, for commercial products and for pro­
posed applications are best left to the judgment of the 
researcher, vendor, and user. It is, however, their re­
sponsibility to discuss and document the specific test 
procedures and data supporting their claims for algo­
rithm or product performance. These discussions should 
be based on the considerations outlined herein. 

Since automatic speech recognition is still an emerg­
ing technology, a standard terminology has not yet been 
established. Current activities with the IEEE Acoustics, 
Speech and Signal Processing Society include a Work­
ing Group on Speech I/O Systems Performance Assess­
ment. This Working Group has contributed to the sug­
gested definitions of terminology in this paper. 

2. Introduction 

Researchers and systems designers in a number of 
agencies of the Federal Government have worked 
closely to identify the capabilities of automatic speech 
recognition technology and to exchange research find­
ings. Applications studied to date include data entry, 
package sorting, and command/control in aircraft cock­
pits. These studies have demonstrated the need for care­
ful planning of trial applications and the value of thor­
ough analysis of performance data. Industry is showing 
ever increasing interest in commercial applications of 
the technology. 

However, until automatic speech recognition tech­
nology is a weB established element in the human­
machine interface, continuing efforts must be made to 
identify the relative importance of factors influencing 
performance and to develop and specify definitive test 
procedures. Tests conducted using these procedures 
will then serve to clearly demonstrate appropriate uses 
of the technology and to document the associated prod­
uctivity benefits. 

The paper is the first to report on the development of 
detailed and specific test procedures for performance 
assessment in the Institute for Computer Sciences and 
Technology at the National Bureau of Standards. The 
overaB focus is assessing the performance of speech rec­
ognizers as system components, with emphasis on labo­
ratory benchmark tests. The discussion in this first paper 
is introductory in nature. Continuing attention to these 
issues, along with the contributions of COMensus stan­
dards groups, will result in the development of detailed 
procedures for both benchmark tests of speech recog­
nizers and for measuring human performance. 

3. Factors Which Influence Speech 

Recognizer Performance 

Successful implementation of automatic speech rec­
ognition technology presents numerous chaBenges. In 
many cases these chaBenges are met through the selec­
tion and imposition of constraints on the many factors 
known to influence performance. Corresponding con­
straints must be imposed on the structure of per­
formance tests if meaningful performance data are to be 
obtained. The need for these constraints arises, in large 
part, from the high inherent variability of unconstrained 
speech. 

The inherent variability of speech arises from the na­
ture of speech and the articulatory process. "Speech is 
based on a sequence of discrete sound segments that are 
linked in time. These segments, caBed phonemes, are 
assumed to have unique articulatory and acoustic char­
acteristics. When speech sounds are connected to form 
larger linguistic units, the acoustic characteristics of a 
given phoneme will change as a function of its immedi­
ate phonetic environment because of the interaction 
among various anatomical structures (such as the 
tongue, lips, and vocal chords) and their different de­
grees of sluggishness [1]'." This variability in the articu­
latory gestures involved in the production of speech and 
the interactions that arise from adjoining segments are 
important factors contributing to the difficulty in suc­
cessfuBy implementing automatic recognition of con­
tinuous speech. 

Humans have weB developed abilities to adapt to and 
accommodate this variability, but at present it is a crit­
ical barrier to the automatic recognition of uncon­
strained speech. Automatic speech recognition systems 
have difficulty discriminating between linguistically 
meaningful and insignificant variations. This variability 
significantly complicates the process of testing. 

There are numerous other factors that further compli­
cate the task of successfuBy implementing and testing 
automatic speech recognition technology. These factors 
make it desirable to clearly anticipate the effects they 
may cause when designing, implementing, and docu­
menting performance assessment tests. Appropriate rec­
ognition of these factors will increase the value of the 
test results as benchmarks for comparative purposes and 
enhance the predictive power of the tests. The foBow­
ing factors describe the main sources of variability that 
should be considered when testing automatic speech 
recognition technology. 

1 Figures in brackets indicate literature references. 
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Speech Related Factors 

The form of the speech has a great effect on the 
difficulty of recognition. Isolated words or discrete ut­
terances are easiest to recognize. Connected words, 
even if spoken carefully, are more difficult to recognize 
because the beginnings and ends of each word are af­
fected by the adjacent words. Fluent or continuous 
speech is much more difficult to recognize becasue the 
sound segments (particularly those at the beginnings and 
ends of the words) tend to merge, and stress patterns 
affect the loudness and distinctiveness of vowels. 

Speaker Related Factors 

There are important differences in the way different 
individuals speak. Factors contributing to these differ­
ences which may affect performance and which can be 
readily documented include: 

Age: Voice quality in adolescence and old age often 
differs from that in mid-life. 

Sex: Certain speech characteristics, such as pitch 
and vocal tract length, tend to be gender-specific for 
adults. Some speech recognition systems employ fea­
tures that may have been optimized for user groups such 
as adult males, so that it is important to document age 
and sex data for the test speaker population. 

Dialect History: Some speakers are dialect chame­
leons, and adapt quickly and convincingly to the dialect 
characteristics of a new region. Others retain some qual­
ities of previous dialects while changing other qualities. 
Because pronunciatiou of many words depends strongly 
on dialect, documentation of dialect data may be partic­
ularly important in tests of speaker-independent recog­
nizers. 

Speech Idiosyncrasies: Speech-associated anomalies 
can be expected to affect recognition performance ad­
versely. Stuttered, lisped or slurred speech patterns and 
unusual characteristics should be identified and noted. 
For some individuals, speaker-generated noises such as 
lip smacks, tongue clicks, "urn, ers, and ahs," etc., will 
degrade performance. Speech levels vary with changes 
in vocal effort and in the distance between the speaker's 
mouth and microphone. 

Changes in rate of speech introduce additional com­
plications. In words spoken rapidly, some of the sound 
segments may be shortened or deleted or altered in qual­
ity. A slow rate of speech may cause vowels to have 
drifting frequency spectra and extremely long silence 
gaps in plosive consonants (e.g., "p," "t," "d," etc.). 
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When enrolling, testing, and using speech recog­
nizers, the use of chewing gum and smoking should be 
noted andlor controlled. Care should be taken when 
selecting a test speaker population so that these charac­
teristics are appropriately represented. 

Speech Variability: Individual speakers vary in the 
degree of consistency with which they repeat words. 
Some speakers produce nearly identical repetitions of 
individuals words or utterances, even under stressful 
conditions. Others produce highly varied repetitions 
(e.g., words such as "eight" with the final consonant 
occasionally deleted, or with highly variable pitch). The 
former category will make a recognizer perform best, 
and is sometimes referred to as "sheep." The latter is 
sometimes referred to as "goats." 

Motivation and/or Fatigue: Degradation of per­
formance for speaker-dependent systems can be ex­
pected as motivation degrades or fatigue increases. It is 
useful to obtain samples of speech under these condi­
tions in order to estimate the degree of performance 
degradation. 

Task Related Factors 

The design of vocabularies for successful application 
of this technology is an important consideration. Lim­
ited size vocabularies require careful planning. Vocab­
ularies should be natural to the task and sufficiently 
distinct to ensure recognition with few substitution er­
rors. 

Performance is greatly improved by the imposition of 
syntactical constraints. In many task dialogs there are 
only a few possible choices at each point in the task, thus 
making the recognition task much simpler, faster, and 
more reliable. 

Physical exertion, fatigue, and other stressing factors 
must be considered and documented in designing ex­
periments and assessing performance. The voice pitch 
and loudness or vocal effort of the speaker change due 
to stress, as do the spectral components. 

Environmental Factors 

The input speech signal to a speech recognizer is af­
fected by background noise, reverberation, and trans­
mission channel phenomena (e.g., the use of telephone 
lines or wireless microphones). These environmental 
factors may lead to spurious responses by the recog­
nizer. The performance of speech recognizers will gen­
erally be lower when telephone lines are used for input 
than with direct microphone input because the fre­
quency response is limited and noise artifacts make cor­
rect recognition more difficuli. The use of wireless mi-



crophones may lead to recognition errors due to trans­
mission channel cross-talk, RF interference, signal fad­
ing, dropouts, etc. 

Other Factors 

Human recognition of speech involves an imperfectly 
known set of decision criteria. Automatic speech recog­
nition devices apply specific, but (to some degree) arbi­
trarily chosen, decision criteria in order to effect recog­
nition. Optimum settings of these decision criteria, in­
cluding the associated reject thresholds, are extremely 
important. However, the optimum settings of these deci­
sion criteria are controlled by the vocabulary, the de­
sign of applications software (i.e., the implementation of 
syntactic constraints, error-correction protocols, etc.), 
and the characteristics of the individual user's speech 
and personal preference. Experimentation is required in 
order to determine the optimum setting of the reject 
thresholds. As an alternative to the selection and Use of 
optimum settings of the reject thresholds, the reject ca­
pability may be disabled, to simulate a forced choice 
response. This procedure is frequently chosen for 
benchmark tests. 

In some cases, the system may also have the ability to 
return ordered word lists. Typically, these word lists are 
ordered according to the distance measure between the 
input word and the reference templates or word models 
or in order of descending probability. The application of 
higher level constraints such as syntax then may lead to 
correct identification of the utterance. While this pro­
cess may emulate human decision criteria and typical 
decision trees, it can complicate assessment. 

4. Considerations in Developing Test 

Procedures 

The design and implementation of tests to define the 
performance of automatic speech recognizers requires 
that attention be paid to many of the previously de­
scribed factors influencing performance. A systematic 
process of experimental design and testing is indicated in 
this section to account for these factors. This process 
includes: 

• 

• 

• 

Selecting an experimental design that either 
(a) models an application, or 
(b) provides benchmark data. 
Selecting speakers to represent the user popula­
lation or some relevant subset. 
Selecting a test vocabulary that either 
(a) exemplifies that used in an application, or 
(b) has been used by others for benchmark 

test purposes. 

• Training the system, or constructing the reference 
patterns to be used by speaker-dependent recog­
nizers. 

• Characterizing the test environment in order to 
document complicating factors such as factory 
noise, communications channel limitations, or 
task-related factors. 

• Recording the test material to permit verification 
of the validity of the test results and reUSe of the 
test material. 

• Scoring the test results. Procedures are outlined 
for both isolated and connected word data. 

• Pragmatic considerations to ensure that equip­
ment is properly operating, that tests are conduc­
ted in a manner that is consistent with manu­
facturer's recommendations, and other related 
factors. 

• Statistical considerations to indicate the statistical 
validity of performance data. 

• Documentation of test conditions and perfor­
mance data to allow evaluation of published data. 

Tests designed and carried out accounting for these 
factors will be valuable in identifying the strengths and 
weaknesses of automatic speech recognition systems. 
The importance of performance assessment procedures 
has been emphasized in a recent study by the Committee 
on Computerized Speech Recognition Technologies of 
the National Research Council. Their report [2] recom­
mends that: "". performance should be measured 
within a realistic task scenario, both within the labora­
tory and in actual operational settings, including worst 
case conditions. Laboratory benchmark tests using stan­
dard vocabularies, experienced users, and controlled en­
vironments are useful for comparing recognizers, but 
they are not efficient for predicting actual performance 
in operational systems. Adequate methods are needed 
for measuring both human and recognizer performance 
under realistic conditions. The importance of per­
formance measurement techniques cannot be over em­
phasized since they provide the data for decisions about 
system design and effectiveness " .. " 

Experimental Design 

There are two complementary approaches to de­
signing performance assessment tests. These approaches 
are summarized in table 1. 

In one approach, a set of benchmark test conditions is 
defined (e.g., use of a "standard" speech vocabulary and 
data base, and no use of syntax to actively control the 
recognition vocabulary). Little or no effort is taken to 
model an application. This approach provides valuable 
comparative performance information. It does not di­
rectly predict performance in real applications. 
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Table 1. Alternative approaches to test design. 

Test Conditions Benchmark Tests Applications Tests 

Vocabulary Benchmark or Reference Applications Specific 
Vocabulary (Task) Vocabulary 

Data Base Widely Available (Variable) 
Recorded Data Base 

Use of Syntax Little or No Use of Syntactically Con-
Syntax strained Word Se-

quence or Imposed 
Task Grammar 

User Interaction None (Variable) 

Predictive Power Very Limited Less Limited 

Data Analysis Detailed (Variable) 

Documentation Thorough (Variable) 

A second approach consists of carefully selecting test 
conditions in order to simulate a field application. The 
use of syntactically constrained word sequences may 
dramatically enhance performance and is acceptable for 
user applications. The design of a test vocabulary should 
include specifying the structure of the grammar and the 
frequency of occurrence of each item. This approach 
may have greater predictive power in inferring per­
formance in specific applications, but it complicates 
comparisons between differing applications. Because of 
the diverse applications proposed for recognizers, simu­
lation of many different applications and the needs of 
differing users becomes very difficult and/or costly. 

In both approaches to testing, simple averages such as 
error rates, recognition accuracy, etc., are often inade­
quate to indicate performance. It is important to deter­
mine and document the most frequently occurring con­
fusion pairs (e.g., "five-nine" confusions, where a 
spoken five is recognized incorrectly as "nine"). 
Presentation of this data in the form of a confusion ma­
trix is very informative. For an N-word vocabulary, the 
confusion matrix is an N-by-N-matrix of input versus 
output, a form of stimulus-response matrix representa­
tion. Correct recognition responses fall along the diago­
nal of this matrix, and substitution responses comprise 
the off-diagonal elements. 

Selecting the Test Speaker Population 

In both benchmark tests and in applications tests, care 
should be taken to select speakers for the tests that are in 
some sense representative of the ultimate users of the 
technology. For example, in applications tests of indus­
trial quality control data entry systems, the most valu­
able test speakers will ordinarily be quality control per­
sonnel. In research or benchmark tests, the test speakers 

are ordinary adult males and/or females with "neutral" 
dialects. In extraordinary circumstances, efforts are 
taken to obtain representative speakers with regional 
dialects. However, representative sampling of all poten­
tial users is not always possible or necessary. The char­
acteristics of the test speakers and both their user train­
ing and system enrollment procedures should be 
documented. While all of the documented factors may 
not significantly affect performance, the documentation 
will indicate to others whether the test group is of par­
ticular interest or relevance. 

Some recognizers impose limitations on the duration 
of words, or of silence gaps within words considered as 
single words or strings. Other constraints may apply to 
the number of words which may constitute a connected 
string. These constraints may have important con­
sequences in some applications and for some individual 
speakers (e.g., if the durations of the speaker's stop gaps 
are longer than a limit set by the manufacturer, the word 
or phrase may be segmented into two utterances, and 
will not be correctly recognized). 

Because speech recognizers use enrollment data to 
build reference template sets, prototypes, or other inter­
nal representations of the words to be recognized, it is 
important that the enrollment data for speaker­
dependent systems provide representative samples of 
the user's speech. The enrollment and test data should 
include speech that is characteristic of the application, 
possibly including fatigued or stressed speech. These 
requirements may complicate enrollment and test pro­
cedures and, when slighted, generally result in lower 
performance in an application. Other important factors 
include the degree of cooperation of the users and their 
familiarity with the equipment. 

Automatic speech recognition algorithms and com­
mercial systems perform best on systems trained for the 
intended user's voice. Such speaker dependent recog­
nizers provide some degree of language independence, 
depending on the type of acoustic-phonetic representa­
tion or pattern matching algorithm used by the device. 
They may perform equally well when used with several 
languages. However, speaker independent recognizers 
are expected to be language and dialect dependent to the 
extent that they rely on phonological rules aud specific 
data bases for the development of internal represent­
ations. The issue of language or dialect independence 
may be very important for some applications. 

Speaker independent systems do not rely on the data 
obtained from the individual user's voice. Rather, they 
are designed using training or enrollment data from 
many speakers and incorporate representations (e.g., 
template sets derived by studying clusters of individual 
speakers' templates or word models derived from statis­
tical analysis of many individual speakers' word models) 
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based on features which are presumed not to vary from 
individual to individual. This is a crucial assumption 
(that the system relies on features that are relatively 
consistent) and its successful implementation is the key 
to success in speaker independent automatic speech rec­
ognition technology. It is essential to ensure that the 
most important variabilities and dialect related factors 
have been accounted for when designing and testing 
such systems. These requirements become increasingly 
challenging if large vocabularies are required and re­
sponse must be available ina time period comparable 
with the duration of an utterance (Le., real-time recog­
nition). 

When selecting test speakers for "speaker indepen­
dent" systems there are a number of special concerns. 
Perhaps most importantly, a representative sampling of 
the intended user population should be obtained in order 
to appropriately represent regional dialect and/or trans­
mission channel effects for the intended user and appli­
cations population. A statement describing the efforts 
taken to represent the user population should be in­
cluded as part of the documentation. When conducting 
tests of these systems, it is important to exclude data 
from the test material that might have been used in 
constructing internal representations used by the recog­
nizer. Casual recognition experiments using template 
sets generated from one person or a small number of 
people typically demonstrate highly variable per­
formance. Sometimes recognition performance may be 
quite good or quite poor for some individuals, and fre­
quently there will be good performance on some words 
and poor performance on others. For these reasons, ca­
sual experimentation to demonstrate "speaker indepen­
dence" for systems designed to be speaker dependent is 
not recommended. 

Selecting the Test Vocabulary 

The actual performance of any given speech recog­
nition system in both benchmark tests and applications is 
critically dependent upon the vocabulary items that 
must be distinguished at any given time. Both the num­
ber of items to be distinguished and the acoustic simi­
larity or complexity of these items are critical factors. 

Brief monosyllabic words (e.g., yes, no, go, the natu­
ral alphabet except for "w" etc.) are more difficult to 
recognize than longer polysyllabic words or brief 
phrases spoken and intended to be recognized as single 
items (e.g., Massachusetts, California, "start printing," 
"left bracket"). These more complex utterances contain 
much more acoustic information and redundancy than 
monosyllables. In actual applications, this fact is used to 
construct vocabularies that retain many of the qualities 

of a natural interaction while selecting somewhat more 
complex acoustical characteristics to maximize system 
performance. 

For these reasons, it is necessary to explicitly state the 
test vocabulary. It is, of course, desirable to use a test 
vocabulary that is identical to the intended vocabulary 
for the application. 

One parameter often used to characterize recognition 
system performance is that of the vocabulary size. Vo­
cabulary sizes, ranging from approximately 40 to several 
hundred words, are not uousal at present. However, in 
order to enhance performance, it is often appropriate to 
use syntactic constraints. This is implemented through 
the imposition of an artificial language grammar to con­
strain the vocabulary choices at each stage of a task in a 
given application. In many cases, this is not only appro­
priate but will lead to significantly enhanced prod­
uctivity by imposing a desired order for completing the 
intended task. 

Restricted vocabularies and formatted messages are 
widely used for speech communications in situations 
such as air traffic control and military tasks in which 
high speech comprehension is required. Acceptance of 
these constraints in isolated and connected word speech 
recognition applications will result in higher per­
formance, but must be explicitly stated when documen­
ting system performance. 

It is important to distinguish between the total vocab­
ulary capacity (typically a function of total memory 
available to the system) and other measures of the effec­
tive vocabulary size (typically functions of the structure 
of the imposed artificial language grammar). For arti­
ficially constrained tasks, the average number of alterna­
tive words that the system has to choose from at any 
time is given by the "perplexity," or dynamic branching 
factor for the imp.osed artificial language. 

A IO-word recognizer, requiring discrimination be­
tween the digits (0-9) with all transitions equally likely 
is typically more difficult than a system with a several 
hundred word total vocabulary and branching factor of 
only 5. Even if the larger vocabulary has a branching 
factor of 10, the larger vocabulary may be easier than 
the IO-word digit vocabulary if the vocabulary words 
tend to be longer and more discriminable than the digits 
(eight of which are monosyllables). 

The benefits achieved through the use of syntactic 
constraints may be better addressed in separately docu­
mented tests. In syntactically constrained tasks, per­
formance results ought to be reported with the follow­
ing information to describe the characteristics of the 
imposed grammar. 
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(a) Complete description of the task grammar in­
cluding full specification of the vocabulary at 
each task state or menu choice. 

(b) Frequencies of transitions from each task state 
to successive states. 

(c) Dynamic branching factor or perplexity. 
(d) Frequency of occurrence in the test material 

of each vocabulary item. 

Training 

Two meanings of the word "training" are sometimes 
found in the literature of current speech recognition 
technology. A clear distinction must be made between 
them. 

In one meaning, the user's speech is used to "train" 
the recognizer for the specific test or applications vo­
cabulary. During this process, reference patterns ("tem­
plate sets," "voice patterns," "voice prints," etc.) or 
more complex word models are developed and become 
the stored internal representations used for comparison 
with subsequently input speech in the recognition pro­
cess. This process is referred to as "enrollment" without 
ambiguity. 

A second meaning of the term "training" refers to that 
process in which the user of a recognizer becomes famil­
iar with the device or system. During this "user train­
ing," many factors may combine to influence the user's 
speech. Generally, familiarization with the devices leads 
to improved performance, and the user learns to adapt 
to explicit, as well as implicit constraints on the form of 
the input speech. 

One factor in user training that tends to improve 
performance uses feedback provided to the user. To 
date, most recorded speech data base material has not 
been obtained under circumstances allowing user feed­
back. The recorded speech data base material has been 
obtained in response to prompts or in list-reading tasks. 
The nature of the feedback provided to the test speaker 
should be documented along with a description of any 
prompts provided to the user or the tasks conducted by 
the user while providing test material. 

In tests conducted on integrated systems (as opposed 
to tests on system components), time must be allowed 
for familiarization with the system and to observe the 
nature of performance improvement or degradation. In 
most cases, after a period of initial user training, per­
formance can be improved significantly by simply reo 
enrolling the user. The new internal representations 
should then be more representative of the experienced 
user's typical speech, and poor initial performance due 
to the lack of user familiarity will be improved. Docu· 
mented performance ought to represent the data ob· 
tained with experienced or fully trained users. 

377 

Characterizing the Environment 

Both the operational environment and the speech sig­
nal transmission system providing input to speech rec­
ognition systems are important environmental factors 
influencing performance. For example, in an industrial 
quality control voice data entry application, the talker's 
environment might be a noisy factory floor, while the 
speech signal transmission environment may be a wire­
less microphone. When modeling an application, the 
acoustic environment and signal transmission channel 
should closely simulate the intended operational envi­
ronment. 

When access to the actual intended operational envi­
ronment is limited or costly (e.g., in tests of systems for 
use in operational aircraft), using accurate simulations 
can provide a cost-effective test environment. By accu­
rately modelling the environment, the value of such 
tests is enhanced by increasing the correlation between 
the test data obtained in the simulation and the actual 
operational environment. 

Because laboratory test data are often not applicable 
to the user's operational environment, the responsibility 
for tests in operational environments becomes a critical 
element in dialogues between vendors and users. 

When an actual operational environment is used, as 
for laboratory tests, care must be taken to control and 
document all potentially relevant characteristics of the 
test environment. Environmental noise tends to inter­
fere with communication between humans. It also tends 
to degrade speech recognition system performance and 
it is best to separately conduct certain benchmark tests 
in which all background and transmission noise is min­
imized. These tests tend to provide information on opti­
mum system performance because acoustic-phonetic in­
formation is not obscured by the noise. Comparison of 
benchmark test data with operational data can indicate 
the existence of noise-related limitations on per­
formance for which noise control measures or improved 
transmission channels can lead to improved per­
formance. 

There are at least three types of noise that can affect 
performance: 

-Ambient or background noise. This noise originates 
with the operation of nearby machinery such as of­
fice equipment, with ventilation systems, with peo­
ple conversing in the vicinity of the user, or within 
the applications environment such as the crewspace 
of an aircraft. When microphones are located some 
distance from the talker's mouth, reflections from 
nearby surfaces such as desk-tops and room walls 
constitute a form of multipath interference that can 



be comparable to increased ambient noise in degrad­
ing system performance. 

-Transmission or channel noise. Such noise is inher­
ent in using wireless microphones or telephone lines, 
and (for long distance lines, in particular), may be 
due to signal processing devices such as echo sup­
pression. multiplex, or satellite transmission systems. 

-Inadvertent test speaker noises. These may originate 
in coughs, stammers, Hers, " "urns," excessive breath 
noise, and speech extraneous to the selected recog­
nition vocabulary. 

Characterization of noise is important in interpreting 
operational test results. Attention should be directed 
to performance limitations that may be due to the fol­
lowing factors: 

1) The noise experienced by the speaker. Speakers 
may modify their speech significantly in the pres­
ence of high noise. Typical modifications include 
speaking more loudly or slowly and taking care to 
articulate more carefully than otherwise. Minimal 
characterization provides the A-weighted sound 
level (dBA) experienced by the user. Because 
masks, helmets, and some headsets affect the per­
ceived noise level, their use by the test speaker 
should be noted. More detailed characterization 
should include spectral content (e.g., third-octave 
band analyses) and the temporal nature (e.g., 
steady-state, intermittent or impulsive). Im­
pUlsive noise can lead to substantial degradations 
in performance, but full characterization of this 
noise is difficult to achieve without sophisticated 
instrumentation. 

2) The speech signal-to-noise input to the recognizer 
(prior to any recognition system signal processing). 
The use of a noise-cancelling microphone can ef­
fectively eliminate much of the noise environ­
ment of the test speaker, even in a high noise 
environment. However, the signal-to-noise prop­
erties of the signal input to the recognizer may be 
a critical factor in limiting performance in noisy 
environments. The relative importance of the dif­
fering characteristics of speech emitted in a noisy 
environment vs. the degraded signal-to-noise 
properties is not yet well understood. Different 
algorithms and/or devices are probably affected 
to differing degrees. 

3) Type and characteristics of the microphone. 
Useful characteristics to note include close­
talking or noise-cancelling, directionality, 
whether push-to talk or otherwise manually 
switched, distance from the speaker's mouth, etc. 
The effectiveness and frequency response of 
noise cancelling microphones are influenced by 
the distance to the sound sources. Thus, place-

ment of the microphones should be documented. 
4) Verbal characterization and description of the origin 

of the noise. Typical characterizations use terms 
such as "buzzy," "hum," "static," etc., and de­
scriptions of the origin are "office environment," 
"package sorting machinery," "receiving plat­
form," etc. 

If a speech signal transmission system other than di­
rect microphone input is used, attention should be di­
rected to these additional factors: 

5) Limitations on the transmission channel bandwidth 
and frequency response. Cite the upper and 
lower cut-off frequencies and any significant de­
viations from flat frequency response over the 
cited bandwidth. 

6) Other limitations on the transmission chan­
nel. Significant performance limitations may be 
due to other effects such as automatic volume 
control attack and release characteristics, signal 
compression and/or limiting, phase distortion, 
additive noise in transmission, etc. In general, 
these effects are difficult to characterize. 

While it is possible and, in many cases, desirable to 
record speakers in sound isolated (low ambient noise) 
and anechoic (dead) environments in order to access 
subtle details of the speech signal, care must be taken in 
generalizing these observations to infer the nature of 
speech in the presence of noise. A first-order procedure 
involves the addition of white, pink, or carefully shaped 
noise spectra to the speech data after they are collected. 
Factors associated with the acoustic environment that 
influence the speakers include both ambient noise level 
and the degree of reverberation. 

Speakers may compensate for these factors by speak­
ing more loudly or enunciating more clearly or slowly. 
It should be specified what ambient noise was audible to 
the speaker at the time of collection. 

In addition to acoustic environmental influences on 
the speaker, the task environment modifies the speaker's 
performance. Different types of tasks will affect the 
speaker's speech to varying degrees. Routine speech 
tasks such as list-reading or responding to visual 
prompts displayed on terminals produce less word-to­
word variations than speech produced when there are 
concurrent physical tasks or shifts in attentional focus 
usually associated with other cognitive activities such as 
inspection, measurement, etc. For these reasons, higher 
recognition system performance can be expected from 
speech obtained from list reading than when there is 
concurrent tasking, and the talker's task environment 
should be fully described in the results. 
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Recording the Test Material 

Many performance assessment tests make use of 
recorded speech data bases. Others are conducted 
"live." The general practice of recording the test mate­
rial, even for "live" testing, is recommended. The 
recorded material provides a means of replicating the 
results obtained and verifying that the test material was 
properly input to the system. It also provides material to 
be used in additional measurements on similar systems as 
well as for analysis of the input audio signal. Using 
recorded test material offer the advantage of providing 
samples of speech obtained on different occasions, sepa­
rated by days or weeks. This can account for some of the 
day-to-day variation and may more accurately model 
potential applications. 

Recorded speech data bases exist in both digitally 
recorded and stored formats and analog recorded for­
mats. The digital formats have greater signal-to-noise 
ratio than the analog format. Reference data bases that 
are widely used in research and testing have been 
recorded with 16-bit samples at sample rates from 10.0 
to 20.0 Khz. Signal-to-noise ratios in excess of 90 dB are 
feasible using this technology. A widely used format for 
analog recordings is the use of quarter-inch magnetic 
tape at 7.5 inches per second, providing maximum 
signal-to-noise ratios of the order of 60 dB. The use of 
cassette tape recorders is not generally recommended 
for benchmark test purposes for a number of reasons 
including increased print-through. 

Another advantage of using digital storage for data 
base material is that each speech token may readily be 
assigned an accompanying "header" to indicate the ori­
gin of that particular token. Comparable systems are 
feasible using analog storage, storing the header infor­
mation in an encoded analog signal on the second chan­
nel of a two-channel tape recorder, but these systems 
may require specialized interfaces. 

Newly developed recording technology includes use 
of 14 or 16 bit digital sampling and pulse code modu­
lation systems to encode the signals for storage on Beta 
or VHS format video recorders, referred to as PCM/ 
VCR recording technology. This technology offers 
many of the advantages of digital sampling and storage 
at lower costs for the storage medium than more tradi­
tional digital storage media, and offers the capability of 
copying the data with less degradation than for analog 
recordings. 

A number of speech data bases have been widely used 
in testing and serve to provide test material for 
benchmarks. They are available in several recorded 
formats [3]. 

Scoring Isolated Word Data 

Scoring isolated word recognition systems per­
formance presents fewer challenges than for connected 
word systems. The relative ease in scoring isolated word 
data arises from the fact that most errors tend to be 
substitutions: deletions or insertions are easily identified 
when they do occur. 

It is ordinarily presumed that the individual speech 
tokens (e.g., words or short phrases with minimal intra­
word pauses) are separated in time by pauses that are 
long enough to permit the recognition system to re­
spond. Indications that this may not be the case will be 
found if there is a high incidence of deletions or substi­
tutions, and it should be noted that the origin of these 
errors may be due to a problem with the system's re­
sponse time for the data base used for these tests. 

Prior to detailed data analysis, it is instructive to crit­
ically listen to the recorded test material, particularly 
for those portions of the test material where unusual 
numbers of errors may have occurred. These errors may 
be due to noise artifacts or departures from proper 
script-reading or responses to prompts. If this is the case, 
the recorded tokens or artifacts must be editorially de­
leted from the test material prior to testing. Objective 
analysis of the data must include full documentation of 
these decisions regarding certification of the test mate­
rial. It is preferable not to delete any data if the process 
of obtaining and using the test material was carefully 
structured and monitored. 

Preliminary analysis of the performance data should 
identify aud tabulate words which were correctly rec­
ognized, words provided as input for which substitution 
errors occurred, words provided as input for which 
there was no response (deletion errors or rejections), 
and instances in which a response occurred without a 
corresponding appropriate input (insertiou errors). The 
raw data should be summarized by determining the cor­
responding correct recognition percent as well as the 
substitution, deletion, and insertion error percent. 

In comparative testing of differing systems, it is gener­
ally preferable to disable the reject capability, so that 
each system returns a forced choice response. In this 
case, words provided as input for which there is no 
response are unambiguously classified as leading to dele­
tion erroI,'s. 

In performing benchmark tests to compare different 
recognizers, the removal of all syutax constraints may 
be preferable. These constraints, like the setting of reject 
threshold, may affect systems differently. If, following 
data analysis, recognition errors are concentrated on 
several specific words or utterances, then re-enrolling 
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the speaker on these words or substituting acoustically 
distinctive synonymous words may substantially im­
prove performance. 

In other tests, particularly those at the integrated sys­
tem level or in modelling an application, the use of the 
reject capability is an important feature that should be 
included in the test program. Tests in this case should 
document the settings of the reject threshold and/or 
other decision criteria, identify and tabulate words input 
to the system for which the reject response occurred, 
and determine the rejection percent. It is also valuable 
to determine and document the ratio of total errors to 
rejections, because this information may be useful in the 
design of applications software. 

More detailed analysis of systems performance can be 
documented and easily reviewed by constructing a con­
fusion matrix. Analysis of these data will provide 
valuable insights into systems performance and the de­
sign of successful vocabularies. 

Another useful measure may be appropriate for those 
systems that present several ranked words for approval. 
In this case, recognition accuracy as a function of the 
word rank is a useful parameter, since it provides a 
measure of the probability that the second, third, ... Nth 
candidate is correct if the higher ranked candidate is 
incorrect. If it is known a priori that a recognizer will be 
implemented in an application that will impose higher 
level constraints, such as a syntactically controlled 
(sub-) vocabulary, then it is appropriate to determine 
and report the probabilities that the correct word is to 
be found among the top N candidates on the ordered 
list. This practice is inappropriate if the imposition of 
higher level constraints is impractical in a typical appli­
cation. 

It is sometimes desirable to have measures of a sys­
tem's capacity to reject words that are not in its recog­
nition vocabulary. This is particularly appropriate for 
those applications involving inexperienced users or 
those unaccustomed to using artificial grammars or syn­
tactic constraints. For experienced users, it may be safe 
to assume that the input is limited to words in the recog­
nition vocabulary, in which case out-of-vocabulary re­
jection capabilities are less critical. 

In order to test a system's capability to reject out-of­
vocabulary utterances a secondary test can be per­
formed using the same recognition data base used for 
other tests. In this case, however, a subset of the recog­
nition vocabulary is selected and the system is re­
enrolled using only this subset of the entire test vocab­
ulary. The entire data base is then used for test purposes, 
with responses that occur for words that are not part of 
the active vocabulary (the selected subset) being classi­
fied as "false acceptances." Documentation in such a 
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test must include the total test vocabulary and the speci­
fied active vocabulary. 

Scoring Connected Word Data 

There are several ways to score recognition per­
formance on connected word strings. The most strin­
gent method is to record the percentage of strings com­
pletely recognized, i.e., the number of correct strings 
divided by the total number of strings tested. Another 
method is to calculate the percentage of individual 
words correctly recognized. The number of substi­
tutions, deletions and insertions is calculated for each 
string, and the total error count is divided by the total 
number of words in the strings tested. The string scoring 
may be done by procedures involving strict left-to-right 
alignment or by a best-case pattern match. 

Left-to-right alignment procedures involve matching 
each word in the input string with a corresponding 
word in the response string starting with the first (left­
most) member of each string. Obviously, the occurrence 
of an insertion or deletion will shift the position of 
words in the response string so that succeeding re­
sponses will be compared with inappropriate members 
of the string. For example, if the input string is 12345, 
and a deletion error results in a response string 1345, a 
left-to-right alignment procedure correctly scores the 
first digit as a correct recognition, but would cite the 
three following responses as substitution errors (e.g., 
"3" for "2," "4" for "3," "5" for "4") and would detect 
the presence of a deletion error only at the last digit 
(e.g., no response for "5"). In this case, one correct 
recognition, three substitutions, and one deletion would 
be indicated where in fact there were four correct rec­
ognitions, and one deletion (and the deletion error is, in 
fact, mis-identified). This left-to-right pattern match 
procedure, though well defined and easy to implement, 
is in many cases a very poor or worst-case pattern 
match. 

When using best-case pattern match procedures, indi­
vidual words are matched so as to minimize the number 
of errors within the string. That is, if the input string is 
12345, and the output string 1345, it is inferred that there 
were four correct recognitions and one deletion. 

Selection of the most appropriate scoring method in­
volves consideration of the relevant application, and 
particularly the manner of verification and correction 
by the speaker. Where the manner of correction in­
volves repetition of an entire string, the string error rate 
may be most appropriate. The aligned word recognition 
scores would be appropriate measures for those cases in 
which correction may be possible by backing up one 
word at a time for the end of the string. 



Using best-case pattern match procedures tends to 
avoid some of these complications, but there are no 
generally agreed-upon procedures to uniquely define 
the best-case match criteria. Specific details of these 
procedures are beyond the scope of this paper. Pur­
chasers of systems for which these considerations are 
significant should discuss the scoring procedures used 
by vendors. 

Pragmatic Considerations 

Prior to conducting tests, care should be taken to 
make sure that the equipment is functioning properly. 
Because recognition systems are designed to perform 
with distorted and/or variable input, determining 
proper functioning is not a simple task. Malfunctioning 
components can masquerade as an imperceptible input 
distortion, and the system will appear to work but not as 
well as it should. Check procedures should include tests 
to confirm consistency of recognition results with re­
sults obtained previously using recorded speech, checks 
of input amplitude settings, and the use of any available 
software diagnostics. These tests should be routinely 
conducted at the time of testing. 

In tests of commercially available systems, the manu­
facturer's recommendations should be followed in order 
to obtain optimum performance. If the manufacturer's 
recommendations are not followed, some degradation in 
performance may be expected. 

Manufacturers may suggest procedures to use regard-
ing: 

-Recommended number of enrollment tokens. 
-Presentation order of enrollment tokens. 
-Required minimal interval pause duration. 
-Amplitude and gain control settings (to accurately 
simulate live input if recorded input is used). Ampli­
tude settings should not be readjusted, once set. 

-Microphone position. 
Specify if a "press to talk" switch is used. The use of 

"press to talk" microphones provides an input signal to 
the recognizer that has very little or no signal amplitude 
between words. Depending on the particular recog­
nizer's procedure for accommodating input signals dur­
ing inter-word pauses, this may lead to either improved 
or degraded performance, relative to the use of con­
ventional unswitched microphones. Choice of "open" 
or "press-to-talk" microphones should be determined 
by operational consideration. (e.g., if it is an accepted 
practice in a proposed application or if it is required to 
activate a remote system) as well as whether the use of 
one or the other may lead to optimum performance with 
a given recognizer. 

Proper connection of peripheral devices and elec­
tronic components should be checked before testing to 
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eliminate ground loops and ext raneous noise. The speech 
(audio) signal input to the recognizer should be mon­
itored by the experimenter to verify that no extraneous 
noise is being introduced. 

Statistical Considerations 

Performance assessment tests of any automatic speech 
recognition system require that a large number of 
speech tokens be input to the system by many users and 
that detailed analysis of the test data be conducted. 
Thorough testing requires the use of large test speech 
data bases, substantial data storage, and time. Disregard 
for these facts inevitably leads to misleading conclusions 
regarding system performance. 

Researchers, vendors, users and developers of auto­
matic speech recognition technology each have differ­
ent needs for performance data. The significance and 
interpretation of the data vary because of the different 
goals each group seeks to achieve. Consequently the 
degree of concern for the statistical validity of the per­
formance data is variable. 

Factors that need to be considered in structuring sta­
tistically valid performance tests include the size of the 
test speaker (user) group, the number of test tokens, and 
the amount of enrollment material provided to the sys­
tem. 

For benchmark testing, a concise statement of the 
number of test speakers, number of test utterances, and 
number of errors of each type should be given. It is 
recommended that the performance documentation 
should include a statement of the total error rate and the 
confidence level implied by each statistic. Statistical ta­
bles should be consulted to interpret the results, and the 
assumptions made in computing the statistics should be 
stated explicitly [4]. 

For tests that model an application, statistically based 
considerations include sampling the intended user popu­
lation and range of tasks to be implemented using speech 
recognition and defining the variability in the noise en­
vironment. 

For speaker independent recognition technology, 
particular attention need be paid to sampling the in­
tended user population and communications channels. 
Dialect-related effects and variations in the quality of 
telephone connections make it difficult to obtain consis­
tent performance from current low-cost remote access 
speaker independent recognition technology. Testing of 
this technology must be based on large speech data 
bases. 

To obtain optimal performance from each of the sys­
tems to be compared in a benchmark test the appropriate 



vendor-recommended training procedure must be fol­
lowed. Because some recognizers make use of single­
token enrollment, while others build increasingly more 
reliable statistically based word models in the process of 
enrollment (and, possibly, in operating in a speaker­
adaptive mode), appropriate enrollment procedures of­
ten vary significantly from one system to another. 

No generally accepted rules have yet been developed 
for statistically reliable speech recognition system test 
procedures. In view of the many factors influencing 
performance, most researchers and vendors attempt to 
carefully control known sources of variable per­
formance. Those researchers and vendors whose prod­
ucts build increasing accuracy with statistically large 
enrollment data are particularly conscious of the need 
for statistically large enrollment and test data bases. 
Though no generally accepted rules for adequate statis­
tical sampling presently exist, data analysis should seek 
to define the distribution of performance data, as well as 
mean values. Decisions regarding apparent superiorities 
of algorithms or products cannot be reliably made if the 
differeilces in mean values are smaller than the associ­
ated variances. Reference to handbooks of experimental 
statistics can be valuable in avoiding misinterpretation 
of the test data. 

In principle, extensive and statistically valid testing 
involves the use oflarge data bases. However, the costs 
of testing and resources required for these tests are fre­
quently regarded as prohibitive, and more limited test-

ing is typical. Consequently, attempts should be made to 
determine the statistical validity of the tests as an im­
portant factor in performance assessment. 

Documentation 

Proper documentation is an essential component in 
performance assessment. As recommended in this paper, 
information should be provided to document the rele­
vant characteristics of the test speaker population, test 
vocabulary and other test data to establish the relevant 
context of the testing. 

Test material obtained in accurate simulations of field 
applications may contain noise or speaker artifacts such 
as coughs, stammers, or false starts. Alternatively these 
artifacts may have been manually deleted or edited from 
the test and/or training material. The process of selec­
tion or preparation of the test material should be de­
scribed. 

Summary test data that should be documented in­
clude those in table 2. 

These results are the most frequently cited per­
formance data, however, documentation of confusion 
pairs (e.g., "five" and "nine") or confusion matrices is 
informative and provides useful information in de­
signing applications vocabulary. 

Response time is a critical factor in successful imple­
mentations of large vocabulary systems. There is no 

Table 2. Data requiring documentation. 

Correct Recognition Percent 
(Recognition Accuracy) 

Substitution Percent 

Deletion Percent 

Insertion Percent 

(#Correctly Recognized Words) X 100 (Percent) 
(#Test Words) 

(#Suhstituted Words} X 100 
(#Test Words) (Percent) 

(#Deleted Words)x 100 
(#Test Words) (Percent) 

(~#~l",ns",eri;te"d,:::,;Wi",o'C'd=.s )"X~'OO:::. (Percent) 
(#Test Words) 

If the reject capability is employed, the foHowing data are important: 

Rejection Percent 

Ratio of Total Errors to Rejections 

Settings of the Reject Threshold or Reject Criteria: 
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(~#~R"eJ"'e7ctiiio:;;n:-,R7e~sP7o"ns"e,,,' )",X='OO:::. (Percent) 
(#Test Words) 

(#Substitutions + # Deletions + # Insertions) 
(#Rejections) 



accepted procedure for precise measurement and speci­
fication of response time for connected word systems. If 
the processing time is comparable to or less than the 
utterance duration, the system response time may be 
described as "real time." A suggested comparative mea­
sure for other than real time systems is a mUltiple of 
utterance duration, assuming processing is initiated at 
the beginning of the utterance and completed with dis­
play or return of the recognized word. 

In view of the fact that processing times are finite, 
errors which arise from utterances spoken with insuf­
ficient pauses between words-(for isolated word sys­
tems, in particular) should be identified and noted in the 
performance documentation. 

The A-weighted sound level (dBA) measured in the 
vicinity of the test speaker should be specified if envi­
ronmental noise is believed to be a significant limitation 
on performance. More thorough documentation of the 
properties of the environmental noise may be appropri­
ate. 

Suggested documentation of the speech signal-to­
noise properties of the test material should include the 
ratio of speech peak level to steady background noise 
level (in dB) measured according to ANSI S.3.59 [5]. If 
this is not feasible, at least, the range of typical maximum 
speech level to background level indication on the VU 
indicator of a conventional audio tape recorder should 
be noted and cited. 

5. Perspectives on Testing 

As explained in the preceding material, there is no 
simple and completely objective way to test the per­
formance of automatic speech recognition technology. 
The number and complexity of factors influencing per­
formance is such that in many cases, the relative advan­
tages offered by competing algorithms, commercial 
products, or integrated systems may be obscured. The 
approach toward performance assessment in this paper 
emphasizes the value of benchmark tests and the need to 
carefully model applications. This is particularly im­
portant if the expenses of integrating speech technology 
into a particular, well-defined application and the bene­
fits to be achieved are appreciable. Attention to detail in 
planning an applications test should be reflected in 
greater confidence in the ability of the technology to 
provide the anticipated benefits. Here also, a poorly­
structured applications test or one that does not ade­
quately account for important factors influencing per­
formance will invalidate the test results and may lead to 
costly and unsuccessful attempts to use this new tech­
nology. 

There are however, a number of other perspectives 
toward testing. It is useful to identify some of these 
perspectives. 

Informal Device Testing 

Within the past several years, the emergence of low 
cost commercial products has made an informal ap­
proach toward performance testing fairly widespread. 
Many individual purchasers of speech recognizers un­
dertake an informal test program that primarily consists 
of familiarization of that purchaser or a designated indi­
vidual with the technology. In many cases, the primary 
value of these tests appear to be that the experimenter 
learns to recognize the constraints imposed by the par­
ticular product on system enrollment, environmental 
factors, user interaction, interface design, etc. If infor­
mal testing of this sort results in development of a suc­
cessful application, the experimenter gains valuable ex­
perience in the use of a new technology, insights into the 
selection of improved second-generation or competitive 
products and the design of more formal and reliable 
tests. However, there are real risks that the informal 
testing may not lead to the development of a successful 
application, that the purchaser may inappropriately con­
clude that the technology offers no promise for his ap­
plication, and that the individuals involved in the testing 
and systems integration learn little of value in the pro­
cess. Serious attention should be given to allocating ad­
equate resources to carry out more formal tests to the 
point at which a serious and detailed investigation has 
taken place, and at which time the experimenter can 
demonstrate that he or she has developed an in-depth 
understanding of the relevant strengths and weaknesses. 
The information contained in this paper should be valu­
able in understanding the scope of the issues that should 
be addressed in these tests. 

Workstation or Task Redesign 

Another perspective toward studyi.ng the per­
formance of this technology is based upon the desire to 
achieve the productivity benefits that might be offered 
by redesign of workstations or tasks, by using speech as 
an alternative or additional data entry or command/ 
control modality. This is perhaps the implicit goal of all 
efforts to create successful applications. The design of 
tests to measure productivity benefits is beyond the 
scope of this report, but extremely important. In tests to 
meaSure these productivity benefits, those benefits 
which are specifically due to the use of speech tech­
nology should be compared to those that might be pri­
marily due to redesign of workstations or tasks. 
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Human Factors Research 

The design of successful human-machine dialogs is an 
active and important research topic at present. Not 
enough is known at present about the desired properties 
of automatic speech recognizers and the human­
machine interaction to always lead to the design of suc­
cessful applications. Further research on such issues as 
the design of optimal error correction protocols and 
user training and feedback is required and will serve to 
advance the technology. Attention to the factors con­
tained in this report should serve to increase the value of 
these studies. 

Common Concerns 

The differing perspectives are consistent with the dif­
ferent outlooks regarding the purpose of the tests. The 
testing, like the technology itself, may serve different 
purposes. Whatever approach is taken, however, there 
are many common concerns including: 

• Recognized complicating factors must be ac­
counted for and carefully controlled. Failure to do 
so will invalidate the test data. 

• Detailed documentation must be made available to 
indicate experimental design and to provide data 
and sufficiently detailed data analysis to indicate 
the significance of the test results to others. De­
tailed documentation should be part of reporting 
all performance tests. Failure to do so often leads 
to meaningless comparisons of product or system 
performance or misleading citations. 

• Benchmark test data, in which severe constraints 
have been imposed on the test conditions, are ex­
tremely valuable. Typical constraints limit the test 
vocabulary, number of test talkers, format of the 
input speech, nature of environmental effects, and 
prohibit feedback between the user and the sys­
tem. While it can be argued that under these con­
ditions, it is possible to adapt or specially "tune" 
algorithm or device characteristics to optimize 
test performance for a specified test data base, 
benchmark tests provide data that are useful for 
initial comparisons of algorithm or device perfor­
mance. Application testing should reveal 
whether or not the particular device selected for 
this phase of testing is well suited to a particu-
1ar application or user's needs. 

Agreement should be reached at an early stage of 
interest in the technology on the purpose of testing and 
appropriate measures of performance. Once these issues 
are decided, the nature of the tests can be detemined. In 

the absence of agreement on these issues, little progress 
can be made. 

An ad hoc group met at the National Bureau of Stan­
dards in June 1982, to discuss performance assessment of 
speech recognition systems, following discussions dur­
ing the NBS/NADC sponsored Workshop on Stan­
dardization for Speech I/O Technology. Further dis­
cussions were held at the 1982 (Paris), 1983 (Boston) and 
the 1984 (San Diego) meetings of the IEEE Inter­
national Conference on Acoustics, Speech and Signal 
Processing (ICASSP). 

Following the 1982 ICASSP, the ad hoc group was 
constituted as the Speech I/O Technology Performance 
Evaluation Working Group, sponsored by the Speech 
Processing Technical Committee of the IEEE Acous­
tics, Speech and Signal Processing Society. Material 
presented in Section IV of this paper is adapted from 
informal drafts circulated within this Working Group. 

Particular appreciation is expressed to Dr. Janet 
M. Baker, Chairman of the IEEE Speech I/O Tech­
nology Performance Evaluation Working Group, for 
her enthusiastic support and constructive criticism of 
this material, as well as to many other individuals who 
have shared their perspectives and expertise in address­
ing these issues. 
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Appendix: Terminology 

Since automatic speech recognition is an emerging technology, a standard terminology has not yet been estab­
lished. Current activities within the IEEE Acoustics, Speech and Signal Processing Society include a Working 
Group on Speech I/O Systems Performance Assessment. This Working Group has discussed the desirability of use 
of a uniform terminology in technical papers, presentations, and vendor's specifications, and have contributed to the 
suggested definitions of terminology contained in this Appendix and used in this paper. 

Active Vocabulary-See "Vocabulary" 

Adaptation-The automatic modification of existing in­
ternal machine representations (e.g., template sets, 
word models, etc.) of specific utterances and/or 
noise. 

Artificial Language-See "Constrained Language" 

Automatic Speecb Recognition-The process or tech­
nology which accepts speech as input and deter­
mines what was spoken. 

Automatic Speech Recognition System-An imple­
mentation of algorithms accepting speech as input 
and determining what was spoken. 

Automatic Speech Recognizer-A device imple­
menting algorithms for accepting speech as input, 
determining what was spoken, and providing po­
tentially useful output depending on word(s) recog­
nized. 

Connected Words-Words spoken carefully, but with no 
explicit pauses between them. 

Constrained Language-Lexically and syntactically con­
strained word sequences (e.g., telephone numbers). 

Continuous Speech-Words spoken fluently and rapidly 
as in conversational speech. 

Deletion-An instance in which a spoken word is ig­
nored, and for which the recognizer or system pro­
vides no response (e.g., in recognizing a string of 
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digits, if the recognizer returns one less digit than 
has been input). 

Discrete Utterance Recognition-The process of recog­
nizing a word or several words spoken as a single 
entry. 

Enrollment-The process of constructing represent­
ations of speech, such as template sets or word 
models, to be used by a recognizer. Also referred to 
as "system training," as distinct from "user train­
ing." 

Enrollment Data-See "Training Data" 

False Acceptance-An example of failure to reject prop­
erly spoken input utterances that are not part of the 
active vocabulary, resulting in selection of a word 
in the active vocabulary. 

Grammar-In general, a grammar of a language is a 
scheme for specifying the sentences allowed in the 
language, indicating the rules for combining words 
into phrases and clauses. In automatic speech rec­
ognition, task grammars specify the active vocab­
ularies and the transition rnles that define the sets of 
valid statements to complete the tasks. The task 
grammar and structured vocabulary provide syn­
tactic control of the speech recognition process 
that can greatly enhance performance. 

Insertion-An instance of a recognition occurring due 
to spurious noise or an utterance other than those 
that are legitimate on syntactic considerations. In 
the former case, some input other than an utterance 



(typically some ambient or electrical noise artifact) 
is not properly rejected and the system response 
indicates that some utterance in the recognition vo­
cabulary occurred. In the latter case, a word that 
has been uttered (but which is not part of the active 
recognition vocabulary because of current syn­
tactic constraints) is falsely accepted as an utter­
ance from the active recognition vocabulary. 

Isolated Words-Words spoken with pauses (typically 
with duration in excess of 200 ms) before and after 
each words. 

Isolated Word-See "Discrete Utterance Recognition" 

Natural Language-Syntactically unconstrained word 
sequences, typically drawn from a large lexicon and 
complying with conventional usage. 

Practice Data-Any speech material (utterances) used 
in developing a recognition system prior to a test of 
that particular recognizer. 

Recognition Systems-See "Automatic Speech Recog­
nition Systems" 

Recognition Unit-The basic unit of speech on which 
recognitions being performed, often presumed to 
be the word. The actual unit used may be smaller 
(e.g., phones, demisyllables, syllables or features) or 
larger (e.g., multi-word phrases or utterances). 

Recognition Vocabu\ary-See "Vocabulary" 

Recognizer-See "Automatic Speech Recognizer" 

Rejection-The property of rejecting inputs. There are 
three general classes of system response 
involving rejection: i) noise rejection, ii) rejection 
of improperly spoken input utterances, 
iii) rejection of properly spoken input utterances 
that are part of the active vocabulary, sometimes 
termed false rejection. 

Speaker Dependent Recognition-A procedure for 
speech recognition which depends on enrollment 
data from the individual speaker who is to use the 
device. 

Speaker Independent Recognition-A procedure for 
speech recognition which requires no previous en­
rollment data from the individual speaker who is to 
use the device. 

Speech Level-A logarithmically based measure of the 
amplitude of a speech waveform. Accurate specifi­
cation of speech level is important in specifying the 
input signal amplitude when testing recognizers 
and when specifying signal-to-noise ratio. Ameri-
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can National Standard ANSI S3.59 provides a well­
specified procedure for measurement of speech 
level. 

String-A sequence of spoken words or phrases, often 
spoken as connected words or continuous speech 
and intended to provide a single useful input to a 
recognizer (e.g., a five-digit ZIP Code or a seven­
digit telephone number). 

Substitution-An instance in which one word in the 
recognition vocabulary is incorrectly recognized as 
another word in the recognition vocabulary. 

Syntax-Structure by which grammatical word se­
quences are specified. 

Test Data-Any speech material (utterances) used in a 
particular test of a recognizer not previously used 
in developing or modifying that recognizer. The 
same set of test data may be used repeatedly for 
tests of different recognizers or in production test­
ing, but not for continuing tests of an algorithm or 
recognizer in development. 

Token-A sample speech utterance. 

Training-See ·'Enrollment." "System training" is pref­
erably referred to as "enrollment." "User training" 
refers to the process of user familiarization with 
speech technology (e.g., learning how to use an 
automatic speech recognition device). 

Training Data-Speech material used to construct para­
metric representations of speech such as template 
sets or word models used by a recognizer. Also 
referred to as enrollment data. Not to be confused 
with performance data obtained in training poten­
tial users of the technology. 

Ulterance-A word or multi-word phrase spoken con­
tinuously as a single unit. 

Vocabulary-The words or phrases to be recognized by 
a recognizer. Distiuctions should be made between 
the complete set of all words or phrases that a rec­
ognizer has been trained or programmed to recog­
nize, sometimes called the total recognition vocab­
ulary, and the (instantaneously varying) subset of 
these that may be active at a given time because of 
an imposed task grammar or other syntactic con­
straint, called the active vocabulary. 

Word-See "Recognition Unit" 

Word Model-A parametric (coded) representation of 
the sound patterns of words as a sequence of units 
such as phonetic units, syllables, or other speech 
parameters. 




