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1 Treatment decomposition of A into AY , AD and AZ

Hitherto we have described settings in which the treatment is decomposed into
2 components, AD and AY . Consider now a hypothetical treatment decompo-
sition into 3 components AD, AY and AZ , as illustrated in Figure 1, which is
similar to Robins and Richardson’s decomposition in a mediation setting [1,
Figure 6(d)]. Analogous to the 2 way decomposition, we define a generalized
decomposition assumption:

3 way generalized decomposition assumption: The treatment A can be de-
composed into three binary components AY ∈ {0, 1}, AD ∈ {0, 1} and
AZ ∈ {0, 1} such that, in the observed data, the following determinism
holds

A ≡ AD ≡ AY ≡ AZ , (1)

but, in a future study, AY ,AD and AZ could be assigned different values
under a hypothetical intervention. For any individual in the study popu-
lation and for k ∈ {0, . . . ,K}, let Y aY ,aD,aZ

k+1 be the indicator of the event
of interest by interval k + 1 had, possibly contrary to fact, he/she been
assigned to AY = aY , AD = aD and AZ = aZ , where aY , aD, aZ ∈ {0, 1}.
We assume that an intervention that assigns A = a results in the same
outcome as an intervention that assigns AY = AD = AZ = a, that is,

QaY =aD=aZ=a
k+1 = Qa

k+1, (2)

for Qk+1 ∈ {Yk+1, Dk+1, Zk+1}. Analogous to the 2 way decomposition, the
3 way decomposition may be practically interesting in settings where we can
conceive interventions on all 3 components of A. Furthermore, in settings where
Zk partition fails, it may be possible to define a 3 way decomposition that
allows identifiability of separable effects. For example, Figure 1 can represent
an alternative decomposition of the setting described in Figure 5a, where Zk

partition fails.
To define identifiability conditions that apply to settings with 3 way de-

compositions, we continue to use superscripts to denote counterfactuals and
for notational simplicity we consider settings without censoring, such that e.g.
Y aY ,aD,aZ

k+1 is the counterfactual value of Yk+1 if, possibly contrary to fact,
AY = aY , AD = aD, AZ = aZ ∈ {0, 1}.

Here we will only consider settings that satisfy the following assumptions:

the only causal paths from AY to Dk+1 and Zk+1, k ∈ {0, . . . ,K} are through Yj ,

j = 0, ..., k, (3)

the only causal paths from AD to Yk+1 and Zk+1, k = 0, . . . ,K are through Dj+1,

j = 0, . . . , k. (4)

the only causal paths from AZ to Yk+1 and Dk+1, k = 0, . . . ,K are through Zj+1,

j = 0, . . . , k. (5)
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For k = 0, . . . ,K, consider the separable effects

Pr(Y aY =1,aD,aZ

k+1 = 1) vs. Pr(Y aY =0,aD,aZ

k+1 = 1), (6)

for aD, aZ ∈ {0, 1},

Pr(Y aY ,aD=1,aZ

k+1 = 1) vs. Pr(Y aY ,aD=0,aZ

k+1 = 1), (7)

for aY , aZ ∈ {0, 1}, and

Pr(Y aY ,aD,aZ=1
k+1 = 1) vs. Pr(Y aY ,aD,aZ=0

k+1 = 1), (8)

for aY , aD ∈ {0, 1}.
Similar to the two component decomposition, the total effect can be ex-

pressed as a sum of the separable direct and indirect effects, in particular,

Pr(Y aY =1,aD=1,aZ=1
k+1 = 1)− Pr(Y aY =0,aD=1,aZ=1

k+1 = 1)

+ Pr(Y aY =0,aD=1,aZ=1
k+1 = 1)− Pr(Y aY =0,aD=0,aZ=1

k+1 = 1)

+ Pr(Y aY =0,aD=0,aZ=1
k+1 = 1)− Pr(Y aY =0,aD=0,aZ=0

k+1 = 1)

= Pr(Y a=1
k+1 = 1)− Pr(Y a=0

k+1 = 1).

1.1 Interpretation of the 3 component decomposition

Under (3)-(5), the 3 way decomposition of A into AD, AY and AZ allows us to
interpret the separable effects as direct and indirect effects; (6) is the effect not
emanating from AD or AZ , i.e. a separable direct effect, (7) is the separable
indirect effect on the event of interest only emanating from AD, and (8) is the
separable indirect effect on the event of interest only emanating from AZ .

In our running example, where Zk = Lk encodes the (systolic and dias-
tolic) blood pressure, it is not obvious that the 3 part decomposition is of in-
terest; to interpret effects defined by the 3 part decomposition, we would need
to conceptualize a treatment decomposition of blood pressure therapy into 3
components: the AD component could now be defined as the component that
exerts effects on mortality not through blood pressure reduction or kidney in-
jury; that is, the substantive meaning of an intervention on AD fundamentally
changes. The AZ component would affect the outcome of interest only through
blood pressure reduction; the effect exerted by AZ is analogous to an indirect
mediation effect described by Didelez [2] under an agnostic causal model, but
in our setting we also allow for competing risks. We note that under this 3 way
decomposition, the AY component is identical to the AY component in the
2 way decomposition, that is, the component of blood pressure therapy only
exerting direct effects on kidney injury not through blood pressure reduction.

In other settings, however, the 3 part decomposition may be feasible. For
example, Robins and Richardson [1, Figure 6(d)] consider a similar decom-
position in a conceptual example on the effect of cigarettes on lung cancer;
they consider the effect of cigarettes smoking through nicotine, tar and other
pathways.
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1.2 Identification of the 3 component decomposition

The identifiability conditions are straightforward extensions of the conditions
in Section 6. Now we must identify

Pr(Y aY ,aD,aZ

k+1 = 1) for aY , aD, aZ ∈ {0, 1}.

First the exchangeability, consistency and positivity conditions are identi-
cal to the condition in Section 6. The dismissible component conditions read

Yk+1(G) ⊥⊥ (AD(G), AZ(G)) | AY (G), Yk(G) = Dk+1(G) = 0, L̄k(G),

Dk+1(G) ⊥⊥ (AY (G), AZ(G)) | AD(G), Dk(G) = Yk(G) = 0, L̄k(G),

Lk+1(G) ⊥⊥ (AY (G), AD(G)) | AZ(G), Dk+1(G) = Yk+1(G) = 0, L̄k(G).

Under these assumptions we can identify Pr(Y aY ,aD,aZ

k+1 = 1) for k =
0, . . . ,K from

∑
l̄k

[ k∑
s=0

Pr(Ys+1 = 1 | Ds+1 = Ys = 0, L̄s = l̄s, A = aY )

s∏
j=0

{
Pr(Dj+1 = 0 | Dj = Yj = 0, L̄j = l̄j , A = aD)

× Pr(Yj = 0 | Dj = Yj−1 = 0, L̄j−1 = l̄j−1, A = aY )

× f(Lj = lj | Yj = Dj = 0, L̄j−1 = l̄j−1, A = aZ)
}]

, (9)

which follows from a similar derivation from that in Appendix B. The iden-
tifiability conditions under the 3 component decomposition require stronger
restrictions on the unmeasured variables, compared to the settings in Section
6; unmeasured common causes of any pair in (Yk+1, Dj+1, Lm+1), k, j,m ∈
{0, . . . ,K} can violate the dismissible component conditions. In particular,
an unmeasured common cause UL,Y of Lk and Yk will violate the dismissible
component condition, as shown in grey in Figure 2.
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Fig. 1: Treatment A is decomposed into 3 components.
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Fig. 2: Treatment is decomposed into 3 components, such that L1 = Z1. The
variable UL,Y would violate the dismissible component conditions here.
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