Proof of Proposition 1 (No verification). To prove this proposition take
the Lagrangian of problem (P1)

L = Zm (1) s; — A (Z (m;(1) — m;(0)) s; — CH> Zﬁzsz

Then the FOCs read as

0]
352-

1= m()(1=A(1-6;))—§ =0. (P11)

Of course, in equilibrium the agent’s incentive constraint is binding. Suppose
this constraint would not be binding; that is, A = 0. Then £, > 0 and, hence
s; = 0 for all 4 = 1,...,n. But this violates the incentive constraint (ICA), a
contradiction. Hence A > 0 in equilibrium. Consider now an outcome with
6; > 1. Then,

(1+X(6; —1)) >0

hence & > 0, which implies that s; = 0. Suppose finally that s; > 0 for an
outcome with §; < 1 but & < n. Then £, = 0; hence A = 1/ (1 — dy) . However,
this implies that, for all outcomes with &; < &, the LHS of (P11) is strictly
negative; hence the equation cannot be satisfied, a contradiction. Consequently,
only s} > 0 and using the incentive constraint

* CH
"o (1= 6n)

The principal’s expected costs then are

cr mn (1)

1-0,)  mn(l)—mn(0)

QED. m

Proof of Proposition 2 (Auditing). Suppose that (sj;, 875, ..., Sk, S5, 07, ..

is a solution of the principal’s problem (P2) of minimizing

Zm p(v;) simr + (1 — p(v;))sir, + cv;) such that (P2)
Zﬂ—z ’L SiH + (1 - ( z))siL) —CH Z (ICA)
Zﬁz Uz Sir + (1 - ( i))SiH)

Z”l vi) sig + (1 —p(vi))sir) — e = 0. (IRA)
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The

Lagrangian then reads as
L = im(l) (0 0 st + (1 p(ui))sin, + )
- (ém (0 (0 i1 + (1 p (wi))siz) — H>
2 @mm (o) iz + (1 - p <vi>>sm>>

n n n
—ZfiHSiH - ZfiLSiL - me”i-
i=1 i=1 i=1

Then the FOCs read as:

2 r, mi(Dp (v;) (1 Y (1 - 5iw>> — &y =0 (P21)

0Sim P (v3)

9 . _ a1 (1-x(1—s—PW)

P (1 p“))(l A(l 52(117(%))))
=0 (P22)

9 L, - ma (D' (07) (331 — s32) (1= A(1+62)) + mi(L)e

£, =0, (P23)

I prove the proposition in three steps. First, I show that the incentive constraint
must be binding. Second, I prove that it is never optimal to pay the agent if the
signal indicates a normal level of effort. And third, I argue that auditing never
takes place in two outcomes but only in the one where it is most likely that the
agent chose e = 1.

Step 1: Note that A > 0, since otherwise, s;5 = s;;, = 0 for all ¢ = 1, ...,n which

Step 2:

violates the agent’s incentive constraint.

Note that
p(vi) 1—p(vi))
(1 =p(vi)) p(vi)

for v; > 0, with equality signs for v; = 0. Hence comparing condition
(P21) and (P22) implies that s;g > s;.. Suppose that it is optimal for the
principal to verify the agent’s behavior in outcome z;; that is, v; > 0. Then
& > 0, and condition (P23) implies s;iz > s;1, as well as 1 < A(1+6;).
But then &;; = 0 and (P21) implies

o:l—A(l—&W) <1_A(1_5i%>;
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Step 3:

hence &,;, > 0 and s;;, = 0. (P23) then becomes

P (vi) simr = —
A(l+0;)—1
Suppose that there are two outcomes x;, < x; such that v; > 0 and vy > 0.

Note that §; < d. To see that this cannot be part of an equilibrium, note
first that (P23) for both outcomes implies

P’ (vj) sjum > p' (vk) Skw;

hence either s;g > sy or v; < v, or both. Suppose that v; > v, and
sji > sipm such that this inequality is satisfied. Since 9/0v [(1 —p (v)) /p (v)] =
—p' (v) / (p(v))? <0, it follows that
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Since sjg > 0, the RHS of this inequality is zero; hence the LHS positive
and £,y > 0. This implies sz = 0, a contradiction. Hence v; < wg.
Consider now the agent’s expected utility from e =1 in the outcomes z;
and xg,

7 (1)p (vj) sjm + 7r(1)p (vi) skm

and suppose that, instead of auditing in both outcomes, the principal only
verifies his behavior in one outcome z; with an effort v; and rewards the
agent in case of a high signal with a payment

Then the agent’s expected utility remains unchanged for e = 1. Moreover,
his expected utility remains unchanged for e = 0. To see this, note that
s; > 0 and s, > 0 imply

p(vr) p(v;)
because both sides are zero. Rearranging this equation then implies
T (1)p (v)
1-— =m 1— ) AR ,
7,(0) (1 = p (vk)) sem = i (0) (1 = p (v;)) (W (0y)

and the agent’s expected utility also remains unchanged when not choos-
ing high effort. But then the agent’s incentive constraint is still binding,
but the principal saves verification costs of 7 (1)p (vx) . As a consequence,
whenever it is optimal to verify the agent’s behavior, auditing takes place



only for outcome x,. The equilibrium s, > 0 and v, > 0 is then char-
acterized by the agent’s incentive compatibility constraint as well as by
(P21) and (P23) in the form

P (vn) spm (A (1+5 1)

I
o

nrn(1) (p (0;) = 6 ( W) = en
QED. m
Proof of Proposition 3 (Monitoring). Suppose that (si;, 855, ..., SEr, 85,
is a solution of the principal’s problem (P3):
Zm(l) (p(v)sig + (1 —p(v))s;r) + cv such that (P3)
i=1
Zm Ysi + (1 —p(v))sin) — ey > (ICA)
Zm )si + (L —p(v))sim)
Zm )ysim + (1 —p(v))si) — ez > 0. (IRA)

Then the Lagriangian reads as

L; = Zm ) sirr + (1 —p (v)sir + cv)
—A (Zm )sin + (1 —p(v))siz) — cH>
+A (Zw )sie+(1—p(v ))siH)>
—;@Hm - ;@-m — &0,

v*)



Then the FOCs read as:

The

= mpe (12 (1-a B ) gm0 e
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Z?:l”z’ (0) (sim — si)
A (1+ S (1) (sim — sir)

proposition is shown as follows. First, I show that the agent’s incentive

)) +c—¢,=0. (P33)

constraint is binding. Second, assuming monitoring takes place, I argue that
the principal never pays a reward when the signal indicates normal effort. And
third, a positive reward if the signal shows e = 1 is only paid in the highest
outcome.

Step 1:

Step 2:

Step 3:

Suppose that the incentive constraint would not be binding; that is, A = 0.
Then (P31) and (P32) imply that &, > 0 and §;;, > 0; hence s;g = s;1, =
0 for all ¢ = 1,...,n. Then, however, the agent’s incentive constraint cannot
be satisfied, a contradiction. As a result, A > 0.

Moreover, whenever v > (

p(v) (1-p(v)
Tp@) '~ p)

Hence the RHS of condition (P31) is always greater than the RHS of (P32),
implying that s;iz > s;r. Moreover, v > 0 implies £, > 0, and condition
(P33) implies s,z > s;1, as well as 1 < A(1+6;). But then & = 0 and
(P31) imply

0_1A<16i%><1A<15i%);

hence &;;, > 0 and s;;, = 0.

Suppose finally that siy > 0 for an outcome with d; with & < n. Then

&Ly = 0; hence a W)
— _ —plw
/\_1/(1 o p(v) )

Then, for all outcomes with §; < dj, the LHS of (P31) is strictly negative,
(1 _ 51‘M)
1—

p(v)




hence condition (P31) cannot be satisfied, a contradiction. Consequently,
only s,y > 0. The equilibrium with v > 0 then is characterized by

s (d=-pW)
A <1 on p(v) ) b

p () som (A1 +6,)—1) = I
sniTn (1) (p(v) = n(1=p(v))) = cu.

Note that the characterization of v* reads as

cr_ m(D)?(p(v") —dn (1 —p(v*)))2_

mf(l) B 7, (0)p (v*)

The RHS as a function of v* then is identical to the characterization of v}
in the case of auditing, but the LHS indicates higher costs of verification
compared to the case of auditing. Since the optimal verification effort
under auditing is decreasing in ¢, the optimal effort v* under monitoring
is lower than the optimal effort v}, under auditing.

QED. m



