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Introduction

• Phytoliths constitute microscopic plant biominerals of high importance to

geosciences and archaeology, and their analysis contributes significantly to the

identification and study of plant remains in soils/sediments and artefacts [1]

• Automatic classification of phytoliths may enhance data homogeneity among

researchers worldwide and facilitate reliable comparisons

• A «fully convolutional network» (FCN) architecture was implemented to classify

phytoliths extracted from modern wheats (Triticum spp.) using the dry method

Research challenges

• Traditional phytolith classification is usually a time-consuming process and may

coherent human observer biases

• The free available image datasets of phytoliths are crucial for the learning

process of neural networks

• In the present study, we propose an image-segmentation methodology based

on deep learning, which is able to detect four morphotypes: (a) Stoma, (b)

Rondel, (c) Papillate, and (d) Elongate dendritic

Materials & Methods

• Phytoliths are typically classified by their morphological characteristics (e.g.

shape), the plant taxon and/or the anatomical plant part where they are formed

• Photomicrographs of phytoliths were acquired using optical microscopy (Fig.

2b), and morphotypes, morphologically unaltered at the highest possible level,

were identified based on the standard literature

• The photomicrographs were further manually annotated forming four classes of

morphotypes linked to different anatomical plant parts (i.e. leaves, stem, and

inflorescence)

• A dataset of 250 pairs of images (images/annotations) was splitted in training,

validation and testing set with a percentage of 70 - 15 - 15 % respectively

• The dataset feeded a fully convolutional neural network with the aim of

learning and subsequently detecting and localising the four classes of phytoliths

using image-segmentation

• A U-net (Fig. 1) architecture was implemented because of its high efficiency in

small size of the datasets [2]

Conclusions

• A novel implementation of deep learning in phytolith classification and image

segmentation is proposed

• The trained model is able to detect the four classes of phytoliths in the

evaluation (testing) dataset and succeed high accuracy given the small dataset

that was used

• The present dataset is promising for building up the capacity of phytolith

classification within unfamiliar datasets from archaeological contexts
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The neural network architecture

Fig 1. U-net neural network architecture [2]
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Results

Fig 2.
(a) Microscope images of phytoliths that
the model has never seen before (1st

column), annotated images (2nd column)
and predicted images (3rd column),
(b) Loss and Accuracy learning curves
during training and validation
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Model basic (hyper)parameters

• Loss function: Dice loss

• Optimizer: Adam

• Learning rate: 0.001

• Epochs: 41

• Metrics: Accuracy, Intersection over Union (IoU) 

The model is able to predict four classes of phytoliths with validation

accuracy 93% and IoU 86%

The U-shaped model of U-net is divided in two main parts:

• The ecnoder [left side of the network (Fig.1)] which downscales the images,

increasing the feature maps and learns from the content of the training dataset

• The decoder [right side of the network (Fig.1)] which upscales the images,

decreasing the feature maps and conducts precise localisation of the detected

phytoliths
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