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Statistical appendix

Let ܷ,ܸ be random variables and ܽ ∈ ℝ. Linear regression based on the use of the type ॱ(ܷ|ܸ = ܽ) of formulas
with multinormal models are discussed, for example, in Section 4.3 of Weisberg, (2005), in Section 11.3 of Casella
and Berger, (2002) and Chapters 4 and 7 in Johnson and Wichern, (2007). The conditioning with an event of type
{ܸ > ܽ} is more rare but it is used at least in Maddala, (1983) in the context of economical self-selection models.
Similar mathematical formulae appear also in the context of truncated distributions Barr and Sherill, (1999),
Johnson and Kotz, (1972) and Kotz, Balakrishnan and Johnson, (2005) since truncating a distribution is equivalent
to conditioning on an interval.

Binormal distribution

A bivariate normal (binormal) distribution is specified by the parameters (઱,ࣆ)ܰ ࣆ = and the positive (ଶߤ,ଵߤ)
definite covariance matrix ઱, which can be written as

઱ = ൬ ଵଶߪ ଶߪଵߪߩ
ଶߪଵߪߩ ଶଶߪ

൰

where ଵߪ > 0, ଶߪ > 0. The condition −1 < ߩ < 1 is sufficient to guarantee that ઱ is positive definite.

Assume first that ଵߪ = ଶߪ = 1, ଵߤ = ଶߤ = 0 and that ߩ ≠ 0. If (ܷ,ܸ) follows this normalized distribution then
there exists a representation ܸ = ଵܻ and ܷ = ߩ ଵܻ +ඥ1 − ଶߩ ଶܻ, where ଵܻ and ଶܻare two independent ܰ(0,1)
random variables. From this representation, it follows that the conditional distribution of ܷ given ܸ = is ݒ
,ݒߩ)ܰ 1− ,ଶ), in other wordsߩ ॱ(ܷ|ܸ = (ݒ = When the conditioning is done with, for example, the event of .ݒߩ
the type {ܸ > ,the computations are done with the truncated distribution. The PDF of the truncated distribution ,{ߙ
with the truncation ݒ > for the normalized pair ߙ (ܷ,ܸ) is

ఈ݂(ݑ, (ݒ =

⎩
⎨

ݑ−൬݌ݔ݁⎧
ଶ − ݒݑߩ2 + ଶݒ

2(1− (ଶߩ ൰

−ඥ1ߨ2 ൯(ߙ)ଶ൫1−Φߩ
, ݑ ∈ ℝ, ݒ > ߙ

0, ݑ ∈ ℝ, ݒ ≤ ߙ

where Φ is the CDF of the ܰ(0,1) distribution. Integration of ݑ ఈ݂(ݑ, then gives (ݒ

ॱ(ܷ|ܸ > (ߙ =
(ߙ)߮ߩ

1−Φ(ߙ)

for the normalized pair (ܷ,ܸ). The ߮ above is the PDF of the ܰ(0,1) distribution. Applying this result to the
general pair (ܼଵ,ܼଶ) = +ଵܷߪ) ଶܸߪ,ଵߤ + and (઱,ࣆ)ܰ~(ଶߤ ܽ ∈ ℝ gives

ॱ(ܼଵ|ܼଶ > ܽ) = ॱ(ߪଵܷ+ ଶܸߪ|ଵߤ + ଶߤ > ܽ) = ଵॱቀܷቚܸߪ > ܽ − ଶߤ
ଶߪ

ቁ+ ଵߤ = ଵߤ + ଵߪ
(ߙ)߮ߩ

1−Φ(ߙ) (1)

where, in order to simplify the notation, define for all ܽ߳ℝ, ߙ = (ܽ)ߙ = (ܽ − (ଶߤ ⁄ଶߪ . The same approach gives

ॱ(ܼଵ|ܼଶ ≤ ܽ) = ଵߤ − ଵߪ
(ߙ)߮ߩ
Φ(ߙ)

Next, we show how to compute the variance of the conditioned variable. The variance is used to quantify the
uncertainty of the binormal model. Using, for example, integration by parts rule the integration of ଶݑ ఈ݂(ݑ, gives (ݒ

ॱ(ܷଶ|ܸ > (ߙ = 1 +
(ߙ)߮ߙଶߩ
1−Φ(ߙ)

and, combining this with ॱ(ܷ|ܸ > gives (ߙ
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ܸ|ܷ)ݎܸܽ > (ߙ = 1 +
(ߙ)߮ߙଶߩ
1−Φ(ߙ) − ቆ

(ߙ)߮ߩ
1−Φ(ߙ)ቇ

ଶ

for the normalized pair (ܷ,ܸ). The general formula is, with the shorthand notation ߙ = ,(ܽ)ߙ

ଵ|ܼଶܼ)ݎܸܽ > ܽ) = ଵଶߪ ൭1 +
(ߙ)߮ߙଶߩ
1−Φ(ߙ)− ቆ

(ߙ)߮ߩ
1−Φ(ߙ)ቇ

ଶ

൱ (2)

Similar computations give

ଵ|ܼଶܼ)ݎܸܽ ≤ ܽ) = ଵଶߪ ൭1−
(ߙ)߮ߙଶߩ
Φ(ߙ) − ቆ

(ߙ)߮ߩ
Φ(ߙ) ቇ

ଶ

൱

Trinormal distribution

A trivariate normal (trinormal) distribution is specified by the parameters (઱,ࣆ)ܰ ࣆ = and the  (ଷߤ,ଶߤ,ଵߤ)
positive definite covariance matrix ઱ which can be written as

઱ = ቌ
ଵଶߪ ଶߪଵߪଵଶߩ ଷߪଵߪଵଷߩ

ଶߪଵߪଵଶߩ ଶଶߪ ଷߪଶߪଶଷߩ
ଷߪଵߪଵଷߩ ଷߪଶߪଶଷߩ ଷଶߪ

ቍ

where ,ଵଶߪ ଶଶ andߪ ଷଶ are univariate marginal variances andߪ ,ଵଶߩ ଵଷ andߩ ଶଷ are pairwise correlations. Ifߩ ௜௝ߩ =
௜௞ߩ = 0 for some ݅, then there is no reason to include the ݅:th variable in the trinormal distribution model since it
cannot provide any information about the ݆:th or ݇:th variable via the model.

Assume now that ଵܻ, ଶܻ and ଷܻ are independent ܰ(0,1) random variables and let the matrix be defined as ࡭

࡭ =

⎝

⎜
⎜
⎛

1 0 0

ଵଶߩ ට1− ଵଶଶߩ 0

ଵଷߩ
ଶଷߩ − ଵଷߩଵଶߩ
ඥ1 − ଵଶଶߩ

ඨ1− ଵଷଶߩ −
ଶଷߩ) − ଵଷ)ଶߩଵଶߩ

1− ଵଶଶߩ ⎠

⎟
⎟
⎞

Then the vector of random variables defined by ( ଵܺ,ܺଶ,ܺଷ)் = )࡭ ଵܻ, ଶܻ, ଷܻ)்  is trinormal with covariance matrix

൭
1 ଵଶߩ ଵଷߩ
ଵଶߩ 1 ଶଷߩ
ଵଷߩ ଶଷߩ 1

൱

and location vector (0,0,0). The conditional distribution ( ଵܺ,ܺଶ)்|ܺଷ = ଷ is binormal with location vectorݔ
and covariance matrix ்(ଷݔଶଷߩ,ଷݔଵଷߩ)

ቆ 1− ଵଷଶߩ ଵଶߩ − ଶଷߩଵଷߩ
ଵଶߩ − ଶଷߩଵଷߩ 1− ଶଷଶߩ

ቇ

see, for example, Result 4.6 in Johnson and Wichern, (2007). The conditional distribution ଵܺ|ܺଶ = ଶ,ܺଷݔ = ଷ isݔ
univariate normal with expected value

ቆ
ଵଶߩ − ଶଷߩଵଷߩ

1 − ଶଷଶߩ
ቇݔଶ + ቆ

ଵଷߩ − ଶଷߩଵଶߩ
1− ଶଷଶߩ

ቇݔଷ
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 and variance

1−
ଵଶଶߩ + ଵଷଶߩ − ଵଶߩଶଷߩଵଷߩ2

1− ଶଷଶߩ

see Result 4.6 in Johnson and Wichern, (2007). The general formula for the conditional expectation is then found
by applying the above to the random variables ܼ௜ = ௜ߪ ௜ܺ + ,௜ߤ ݅ = 1,2,3.  The conditional variance is

ଵ|ܼଶܼ)ݎܸܽ = ଶ,ܼଷݖ = (ଷݖ = ଵଶߪ ቆ1−
ଵଶଶߩ + ଵଷଶߩ − ଵଶߩଶଷߩଵଷߩ2

1 − ଶଷଶߩ
ቇ (3)

The conditional variance is smaller than the marginal variance; the uncertainty decreases since correlation means
that the two conditioning variables contain information about the conditioned variable.
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