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FIGURE 1: RSS measurements of different

devices from different APs

observing a differential RSS measurement vector yt at a location xt. We describe the detailed

models in the next section.

IV. IMPLEMENTATION OF THE ALGORITHM

This section first gives a brief introduction of the PF algorithm, and then defines the motion

model and observation model in detail.

A. PF Algorithm for Localization and Tracking

Bayesian filter algorithms [24] have achieved great success in handling the localization and

tracking problem through the sequential estimation of target’s state, cooperation with the move-

ment modeling, prior distribution prediction and posterior distribution estimation. Among these

Bayesian filter algorithms, the PF algorithm [12, 13] has emerged as a popular choice for its

particular ability in dealing with the complex non-Linear and non-Gaussian estimation problem.

For these reasons, we adopt the PF algorithm for localization in this paper. The PF algorithm

approximates the probability distribution of the estimated target with lots of weighted particles,

and deals with the sequential estimation by carrying out a series of particle propagating opera-

tions. Let {xi
t, w

i
t |i = 1, ..., N } denote a particle set, where xi

t is a sample of xt with associated

normalized weight wi
t. Then, the posterior PDF p (xt|yt) can be approximated as

p (xt|yt) ≈
N∑
i=1

wi
tδ
(
xt − xi

t

)
, (7)


