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the candidate code, the number of idle clock insertions after
ACO is 5, compared with 12 before ACO, achieving a 58.3%
reduction. While for WiMAX code, 20 idle clock insertion-
s remain required after layer-permutation-only (single-layer)
scheme proposed by [7]. In this case, the double-layered ACO
achieves a 75% reduction against the single-layer scheme (5
vs. 20 idle clocks).

TABLE II
CYCLE AND CONFLICT PERFORMANCE OF THE TWO CODES.

Candidate code WiMAX code
Cycle: length 6 / 8 0/55 5/150

Conflict: gap 1 / 2 / 3 0 / 3 / 9 5 / 11 / 15

Pipeline Occupancy Before ACO: 76 / 88
After ACO: 76 / 81

Only layer permu.:
76 / 96

TABLE III
PARAMETERS AND PERFORMANCE: GPU VS CPU (20 ITERATIONS)

GPU (ours) CPU GPU [6]
Platform NV. GTX260 Intel Core2 Quad NV. 8800GTX

Clock Frequency 1.24 GHz 2.66 GHz 1.35 GHz

Decoding Method Semi-Parallel
LMMSA

Semi-Parallel
LMMSA

Full-Parallel
BP

Blocks×Threads 216× 96 1 128× 256
Net Throughput 24.5 Mbps 50 Kbps 25 Mbps

Precision floating-point floating-point 8-bit fixed-point
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Fig. 12. BER and BLER performance of the two codes.

VIII. THE MULTI-MODE HIGH-THROUGHPUT DECODER

Based on the above techniques, namely, reconfigurable
switch network, offset-threshold decoding, split-row MMSA
core, early-stoping scheme and multi-block scheme, we im-
plement the multi-mode high-throughput LDPC decoder on
Altera Stratix III FPGA. The proposed decoder supports 27
modes, including 9 different code lengths and 3 different code
rates, and maximum 31 iterations. The configurations for code

length, code rate and iteration number are completely on-the-
fly. Further, it has a BER gap less than 0.2 dB against floating-
point LMMSA, while achieving a stable net-throughput 721.58
Mbps under code rate R = 1/2 and 20 iterations (corre-
sponding to a bit-throughput 1.44 Gbps). With early-stopping
module working, the net-throughput can boost up to 1.2 Gbps
(bit-throughput 2.4 Gbps), which is calculated under average
12 iterations. The features are listed in Table IV.

TABLE IV
FEATURES OF THE MULTI-MODE HIGH-THROUGHPUT DECODER

FPGA Platform Altera Stratix III EP3SL340F1517C2
Decoding Scheme Layered Offset-Threshold MSA

Hardware Precision 9-bit LLRSUM, 9-bit LLR, 7-bit LLREX
Modes Supported 9× 3 = 27 modes

Code Length N = 1536 : 768 : 6144 (zf = 64 : 32 : 256)
Code Rate R = 1/2, 2/3, 3/4 (Hb: 12x24, 8x24, 6x24)

Iteration Number iter = 1 ∼ 31, 20 recommended
Resources Usage 149,976 LE, 3,157,136 bits memory
BER Performance gap≤ 0.2dB vs. 20 iteration float LMMSA

Clock Setup 225.58 MHz
Stable Net Throughput 721.58 Mbps (zf = 256, R = 1/2, iter = 20)
Max Net Throughput 1.2 Gbps (early-stopping, iter = 12 ave.)

One great advantage of the proposed multi-mode high-
throughput LDPC decoder is that more modes can be support-
ed with only more memory bits consumed and no architecture
level change. Since the reconfigurable switch network supports
all expansion factors zf ≤ 256, and the layered MMSA cores
supports arbitrary QC-LDPC codes, more code lengths and
code rates are naturally supported, for example, the WiMAX
codes (zf = 24 : 4 : 96, R = 1/2, 2/3, 3/4, 5/6, 114 modes
in total). The only cost is that more memory bits are required
to store the new base matrices Hb.

IX. CONCLUSION

In this paper, a novel LDPC code construction, verification,
and implementation methodology is proposed, which can
produce LDPC codes with both good decoding performance
and high hardware efficiency. Additionally, a GPU verification
platform is built that can accelerate 490x speed against CPU
and a multi-mode high-throughput decoder is implemented on
FPGA, achieving a net-throughput 1.2 Gbps and performance
loss within 0.2 dB.
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