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Abstract—In this paper, a novel and systematic LDPC code
construction, verification and implementation methodology is
proposed. The methodology is composed by the simulated an-
nealing based LDPC code constructor, the GPU based high-
speed code selector, the ant colony optimization based pipeline
scheduler and the FPGA-based hardware implementer. Com-
pared to the traditional ways, this methodology enables us
to construct both decoding-performance-aware and hardware-
efficiency-aware LDPC codes in a short time. Simulation results
show that the generated codes have much less cycles (length 6
cycles eliminated) and memory access conflicts (75% reduction
on idle clocks), while having no BER performance loss compared
to WiMAX codes. Additionally, the simulation speeds up by 490
times under float precision against CPU and a net throughput
24.5 Mbps is achieved. Finally, a net throughput 1.2 Gbps (bit-
throughput 2.4 Gbps) multi-mode LDPC decoder is implemented
on FPGA, with completely on-the-fly configurations and less than
0.2 dB BER performance loss.

Index Terms—Low-density parity-check codes, simulated an-
nealing, ant colony optimization, graphic processing unit, decoder
architecture.

I. INTRODUCTION

Low-density parity-check (LDPC) code is first proposed
by Gallager [1] and rediscovered by Mackay and Neal since
they introduce Tanner Graph [2] into LDPC code [3]. LDPC
code with soft decoding algorithms on Tanner Graph can
achieve outstanding capacity and approach Shannon limit over
noisy channels at moderate decoding complexity [4]. Most
algorithms root from the famous believe propagation (BP)
algorithm, such as min-sum algorithm (MSA) with simplified
calculation, modified MSA (MMSA) [13] with improved BER
performance and layered versions [12] with fast decoding
convergence.

The existence of “cycle” in Tanner Graph is a critical
constraint of the above algorithms, as it breaks the “message
independence hypothesis” and degrades the BER performance.
As a result, “girth” becomes an importance metric of esti-
mating the performance of the LDPC code. The progressive
edge-growth (PEG) algorithm [9] is a girth-aware construction
method that tries to make shortest cycle as large as possible.
Approximate cycle extrinsic message degree (ACE) constraint
is further combined into PEG [8] to lower error floor. However,
these performance-aware methods do not take hardware imple-
mentation into account, which usually result in low efficiency
or high complexity.

As to the decoder implementation, the fully-parallel archi-
tecture [10] is first proposed for achieving the highest decoding

throughput, but the hardware complexity due to the routing
overhead is very high. The semi-parallel layered decoder [11]
is then proposed to achieve the tradeoff between hardware
complexity and decoding throughput. Memory conflict is a
critical problem for layered decoder, which is modeled as a
single-layer traveling salesman problem (TSP) in [7]. How-
ever, this model ignores “element permutation”, i.e. the order
assignment of the edges in each layer, and its search does not
cover the entire solution space. Further, fully-parallel Graphic
processing unit (GPU) based implementation is also proposed
in [6].

In this paper, a novel and systematic LDPC code con-
struction, verification and implementation methodology is pro-
posed, and a software and hardware platform is implemented,
which is composed by four modules as shown in Fig. 1.
The simulated annealing (SA) based LDPC code construc-
tor continuously constructs good candidate codes. The BER
performance of the generated codes, especially the error floor,
is then evaluated by the high-speed GPU based simulation
platform. Next, the hardware pipeline of the selected codes
are optimized by the ant colony optimization (ACO) based
scheduling algorithm, which can reduce much of the memory
conflicts. Finally, detailed implementation schemes are pro-
posed, i.e., reconfigurable switch network (adopted by [22]),
offset-threshold decoding, split-row MMSA core, early-stoping
scheme and multi-block scheme, and the corresponding multi-
mode high-throughput decoder of the optimized codes is
implemented on FPGA. The novelties of the proposed method-
ology are listed as follows.

SA-based

LDPC code

constructor

GPU-based

high-speed

performance

evaluator

ACO-based

pipelining

schedule

optimizor

generate

candidate codes

select & pick

codes

optimize

hardware efficiency

good LDPC

codes

LDPC Code Construction & Verification & Hardware Implementation Platform

FPGA-based

multi-mode high-throughput LDPC decoder

hardware architecture implementer

hardware implementation

Fig. 1. LDPC code construction and verification platform.


