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Fig. 6. Top-level multi-mode high-throughput LDPC decoder architecture.

• Full cyclic-shift. The output has the cyclic-shift form of
the total S inputs, i.e., xc, xc+1, . . . , xS , x1, x2, . . . , xc−1,
where 1 ≤ c ≤ S.

• Partial cyclic-shift. The output has the cyclic-shift form
of the first p inputs, while other signal can be in arbitrary
order, i.e., xc, xc+1, . . . , xp, x1, x2, . . . , xc−1, x∗, . . . , x∗,
where 1 ≤ c < p < S, and x∗ can be any signal from
xp+1 to xS .

For the implementation of QC-LDPC decoder, the switch
network is an essential module. Suppose Hb

j,i ̸= Hb
k,i ≥ 0,

j < k, and for any j < l < k, Hb
l,i = −1, then the same

data is involved in the processing of the above two “1”s,
i.e., LLRSUM and LLREX of BNi×zf to BN(i+1)×zf−1.
However, after processing Hb

j,i, the above data should be
cyclic-shifted to ensure correct order for the processing Hb

j,k,
which corresponds to the full cyclic-shift case with

S = zf , c = (Hb
k,i −Hb

j,i + S) mod S (9)

Further, in the case of multiple expansion factors, such as
WiMAX [14] (zf = 24 : 4 : 96), the partial cyclic-shift is
required with

S = zmax
f , p = zf , c = (Hb

k,i −Hb
j,i + p) mod p (10)

The existing schemes to implement switch networks include
the MS-CS network [19] and Benes network [20], [21], [22].
The former structure can handle the case when S is not a
power of 2, while the latter is proved more efficient in area
and gate count. In [22], the most efficient on-the-fly generation
method of control signals is proposed. Therefore, we adopt the
Benes network proposed in [22] for our decoder. The structure
is shown in Fig. 7 and the features is given in Table I.

TABLE I
FEATURES OF RECONFIGURABLE BENES NETWORK

Scale W = 9, S = 256, 15 stages, 128× 15 MUX
Support p = 64 : 8 : 256, 1 ≤ c ≤ p

Resource 20866 LE, 388 memory bits
Clock 100 MHz for Cyclone II, 240 MHz for Stratix III
Delay 2 clocks for control signals, 4 clocks for output
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Fig. 7. The structure of Benes network.

C. The Offset-Threshold Decoding Scheme

In this part, we propose the offset-threshold decoding
method, which is adopted in our decoder architecture. Unlike
existed modifications of MSA [13], the proposed scheme
uses an offset-threshold correction to further improve the
BER/BLER performance.

The traditional MSA is a simplified version of BP, by replac-
ing the complicated equation (2) with simple min operation,
shown as follows.
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In [13], the normalized and offset MMSA schemes (13) (14)
are proposed to compensate the loss of the above approxima-
tion, described as follows.
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In our simulation, for BLER, the offset MMSA performs
better than normalized one. However, as to BER, both schemes
show error floor at 10−6, as shown in Fig. 9. The problem here
is that, for most cases, the offset MMSA works well, while in a
few cases, the decoding fails with many bit errors in one block.
The intuitive explanation of such phenomenon is existence
of extremely large likelihoods (L(qij), L(rji)). In high SNR
region, the L(qij) likelihoods converge fast to a large value,
for both correct and wrong bits in some cases. The wrong
bits not only remain wrong, but also propagate large L(rji) to
other bits, resulting in more wrong bits and finally failure of
decoding. For this reason, we need to set threshold upon offset
MMSA to limit the likelihoods of becoming extremely large,
which leads to the proposed offset-threshold scheme, done by
the following equation.
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The difference between traditional MSA, normalized MMSA,
offset MMSA and offset-threshold MMSA is shown in Fig 8.
Simulation result (Fig. 9) shows that the proposed scheme has
lowest error floor (10−8) among the above schemes, while
achieving good BLER performance as offset MMSA.
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